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Abstract. In [7], we formalized adversarial case-based reasoning implemented in HYPO [1, 2] where similarity of the current case and the precedent cases is changed according to one’s position such as defendant and plaintiff, and we also proposed its implementation by translating the formalism into abductive logic programming.

In this paper, we enhance representation power of cases; In [7] we only consider propositional factors which take the truth value whereas in this paper we consider factors which can take other kind of value such as numerical or symbolic one.

To do so, we need a mechanism to match two different values for a factor. We introduce two kinds of abducibles in abductive logic programming; one kind expresses importance of the factors and the other expresses similarity of the values of factors. This reasoning can be regarded as two-level abduction since in the first level, we determine a set of important factors which contributes to comparison of cases and in the second level, we try to abduce the similarity of different values for soft matching.

According to the correspondence between the formalism and semantics of a translated program, we can guarantee that every possible important factors and every soft matching can be exactly computed.

1 INTRODUCTION

We often encounter the situation in which we need to argue against an opponent whose purpose conflicts with our desire. For example, suppose that we have a report at school and because of some reason, we are late for the deadline of the report. We try to persuade the teacher to accept the report even if the deadline was over.

If we know some precedent cases where the same or similar purpose was achieved, then we cite these cases to persuade an opponent. This way of conflict resolution is called adversarial case-based reasoning [1, 2] and originated from American and English legal reasoning where a law decision is made by citing precedent cases. The characteristics of this reasoning is as follows.

• Similarity between cases dynamically changes according to one’s position and different previous favorable cases to the position are cited according to this dynamic similarity.

• We need to find an unrebutable favorable case so that the unfavorable cases are not cited by the same reason for citing case.

For example, in the above delayed-report situation, if we know some previous cases in which the teacher accepted the report even if the deadline was over, then we try to persuade the teacher for the previous case to be similar to the current case by focusing some similar factors of both cases. But if the similarity used for citing the previous case is also applicable to another previous case in which the teacher did not accept the report, then the teacher might cite the unfavorable case to reject the report.

In the previous paper [7], we give a definition of dynamic similarity over propositional factors which take the truth value. However in the real situation, there are many factors which take the other kind of value such as numerical value or symbolic value. If we exactly match these values, we could not cite many precedent cases, so we need to soften the matching so that some range of value or some set of values can be similar.

In this paper, we propose a formalism for this enhanced reasoning which handles matching of the different values in a factor and we give a translation of the formalism into abductive logic programming. The novel technique of the translation in this paper is the following.

1. We introduce two kind of abducibles; one kind expresses importance of the factors and the other expresses similarity between the values of the factors.

2. We introduce a set of integrity constraints over similarity abducibles which only allows similarity abduction between the different values which is consistent with these integrity constraints.

The semantics of abductive logic programming is based on generalized stable model [4] reflecting a dynamic aspect of abducibles according to goals. We translate a casebase into an abductive logic program and the position into its goal and show a correspondence between two kinds of abducibles in a generalized stable model for a translated program and important factors and similarity over the values.

2 DEFINITION

We begin with definitions of cases and relevance criteria between cases.

Definition 1 Let $D_1, \ldots, D_n$ be domains of the values. Let $v_i (1 \leq i \leq n)$ be a value of the domain $D_i$. We call a sequence

\[ \ldots \]
In the above definition, boolean-valued factors are included since these factors have a domain \{true, false\}. Therefore, this definition properly subsumes the definition of the previous paper [7].

We denote an equivalence relation over a domain \( D \) for a factor \( f \) as \( \sim_f \). This equivalence relation performs soft matching; if \( a \sim b \) then a and b are assumed to be similar. The equivalence relation is dependent on a factor \( f \) because soft matching will be made for each factor and soft matching may be different for two factors even if the domain of the two factors are identical.

We assume that there is a set of constraints \( EC_f \) (including reflexive, symmetrical and transitive property) for \( \sim_f \). For example, if we would like to exactly match the values of \( D \) such as boolean value matching, then we add the following constraints \( EC_f \):

\[
\begin{align*}
\text{for every } a, b, c \in D, & \quad a \sim b \text{ if } a = b, \\
& \quad a \sim b \text{ if } a = c, \\
& \quad a \sim b \text{ if } b = c, \\
& \quad a \sim a, \\
\text{where } & \quad a \sim b \text{ is the identity relation over } D.
\end{align*}
\]

**Definition 2** We call a finite set of cases a casebase. Let \( CB \) be a casebase. We divide \( CB \) into two sets \( OK \) and \( NG \) which are called OK cases and NG cases respectively.

**Example 1** We consider the following example throughout the paper.

**Cases in Case base**

c1: The report is 1 day late. The student gave an excuse saying that his printer was down. The teacher accepted the report.
c2: The report is 2 days late. The student did not give any excuse. The teacher did not accept the report.
c3: The report is 3 days late. The student gave an excuse that his printer was down. The teacher did not accept the report.
c4: The report is 7 days late. The student gave an excuse that the head of the school ordered him to do some social volunteer work and he had a letter from the head. The teacher accepted the report.
c5: The report is 8 days late. The student gave an excuse that he was ill and he had a letter from his doctor. The teacher did not accept the report.

**Current Case**
c6: The report is 5 days late. The student gave an excuse that he was ill and he had a letter from his doctor.

**Constraints** We have the following constraints for equivalence relation for factors besides the reflexive, symmetrical and transitive properties.

**EC1:** If the date, \( X \), of giving a report to the teacher in the current case is 4 days later than the date, \( Y \), in a case in \( CB \), then \( X \neq Y \).

**EC2:** If the date, \( X \), of giving a report to the teacher in the current case is assumed to be similar to the giving date, \( Y \), in a case in \( CB \) and \( X < Y \) then, \( X \) is also similar to the giving date, \( Z \), in another case in \( CB \) between \( X \) and \( Y \).

**Proof:**

Consider \( c1 \), \( c2 \) and \( c3 \) in the above example. The teacher accepted \( c1 \) and \( c2 \) because the student had a printer but did not accept \( c3 \) because he did not have a similar reason. In the current case, the student gave an excuse that he was ill and the teacher accepted the report. We can therefore conclude that \( c6 \) in the current case is similar to both \( c1 \) and \( c5 \) in \( CB \) if \( EC \) is considered.

\[ (X \sim_y Y) \Rightarrow (X \sim_5 Y) \]

**EC3:** We cannot analogize the cases in one of which there exists an excuse and in the other of which there exists no excuse.

To perform case-based reasoning, we consider the following factors for the above cases.

\( dl \): delaying factor taking the value \{1, 2, 5, 6, 7, 8\} which expresses the days of lateness.

\( ez \): excuse factor taking the value \{y, n\} which expresses that there is an excuse or no excuse respectively.

\( rn \): reason factor taking the value \{n, p, h, d\} which expresses that the reason is none, by the printer, by the head of the school and by the doctor respectively.

Then, the above cases are expressed as follows.

\[
\begin{align*}
c1: & \quad c1 \in OK, \quad dl(c1) = 1, \quad ez(c1) = y, \quad rn(c1) = p. \\
c2: & \quad c2 \in NG, \quad dl(c2) = 2, \quad ez(c2) = n, \quad rn(c2) = n. \\
c3: & \quad c3 \in NG, \quad dl(c3) = 6, \quad ez(c3) = y, \quad rn(c3) = p. \\
c4: & \quad c4 \in OK, \quad dl(c4) = 7, \quad ez(c4) = y, \quad rn(c4) = h. \\
c5: & \quad c5 \in NG, \quad dl(c5) = 8, \quad ez(c5) = y, \quad rn(c5) = d. \\
c6: & \quad dl(c6) = 5, \quad ez(c6) = y, \quad rn(c6) = d.
\end{align*}
\]

And the above constraints for equivalence relation for factors can be expressed as follows.

**EC1:** This can be expressed as

\[(X \sim_5 Y) \supseteq X \neq_5 Y.\]

In this example, this is equivalent to \( 5 \neq_5 1 \) since we are only interested in similarity between the value of current case (5 days late) and other values.

**EC2:** This can be expressed as

\[(X \sim_5 Y) \land (X < Z) \land (Z < Y) \supseteq X \sim_5 Z.\]

In this example, this is equivalent to \((5 \neq_5 7) \supseteq (5 \neq_5 6), (5 \neq_5 8) \supseteq (5 \neq_5 6)\).

**EC3:** This can be expressed as

\[(X \sim_{ex} Y) \equiv X = (y, n) \cdot Y.\]

In this example, this is equivalent to \( y \neq_{ex} n \).

We also introduce the following (meta-)constraint for important factors \( IF \) since if \( rn \) is an important factor, existence of reason should be also relevant factor:

\[\text{If } rn \in IF \text{ then } ex \in IF.\]

**Definition 3** Let \( IF_{OK} \subseteq F. \) We say that \( C \) is OK w.r.t. important factors \( IF_{OK} \) if there exists \( C_{ok} \in OK \) and an unmatched factor \( UM F \) which is a function from \( NG \) to \( IF \) s.t. for all \( f \in IF_{OK} \), adding the following constraints for equivalence relation \( EC_{OK(f)} \) into \( EC_f \) does not lead to contradiction:

\[
\begin{align*}
\{f(C) \sim_f f(C_{ok})\} \\
\cup \{f(C) \neq_f f(C_{na})\} \quad C_{na} \in NG \land f = UM F(C_{na})
\end{align*}
\]

We call \( C_{ok} \) a supporting case to prove \( OK \) for \( C \) and \( IF_{OK} \) a set of important factors to prove \( OK \) for \( C \) and \( EC_{OK(f)} \) a set of additional constraints for the equivalence relation to prove \( OK \) for \( C \).

We can have a symmetrical definition of \( C \) to be NG by exchanging \( OK \) and \( NG \) in the above definition.

The above definition intends the following.
• Firstly, we identify the important factors between cases whose values are subject to soft matching.
• If the values of all the important factors between cases are consistently assumed to be similar then the cases are similar.
• We try to distinguish every NG case, \( C_{n+1} \), from the current case by assuming difference between values of some important factor (denoted as \( UMF(C_{n+1}) \)) between the current case and \( C_{n+1} \).
• The above assumption of similarity and dissimilarity of values must be consistent with the given constraints for equivalence.

Note that the current case can sometimes be NG and OK by focusing a different set of important factors.

**Example 2** The following shows that the current case can be NG and OK.

We consider the same setting as Example 1.

The current case, \( c \), is OK w.r.t. \( \{ dl, ex, rn \} \) since there is a supporting case \( c4 \) and an unmatched factor \( UMF \) from \( NG \) to \( F \) where \( UMF(c2) = ex, UMF(c3) = rn \) and \( UMF(c5) = dl \) s.t.

1. for \( dl \), adding constraints, \( dl(c) \sim_{dl} dl(c4) \) and \( dl(c) \neq_{dl} dl(c5) \), to the original constraints \( EC_{dl} \) does not lead to contradiction.
2. for \( ex \), adding constraints, \( ex(c) \sim_{ex} ex(c4) \) and \( ex(c) \neq_{ex} ex(c2) \), to \( EC_{ex} \) does not lead to contradiction.
3. for \( rn \), adding constraints, \( rn(c) \sim_{rn} rn(c4) \) and \( rn(c) \neq_{rn} rn(c3) \), to \( EC_{rn} \) does not lead to contradiction.

\( c4 \) is similar to the current case because we can consistently assume that 5 days delay and 7 days delay are similar and the reason of illness is similar to the reason by volunteer work. And the above \( UMF \) expresses how to distinguish \( c \) from NG cases as follows:

1. We can distinguish \( c2 \) since there is no excuse in \( c2 \) while there is an excuse in \( c \).
2. We can distinguish \( c3 \) since we argue that the reason of delay by printer trouble is different from the reason by illness. Note that we cannot use the difference of delay to distinguish \( c3 \) since we already assume \( 5 \sim_{dl} 7 \) and therefore \( 5 \sim_{dl} 6 \) must be assumed as well.
3. We can distinguish \( c5 \) since we argue that the delay is quite longer than the current case; that is, we assume \( 5 \neq_{dl} 8 \).

Note that \( c1 \) cannot be a supporting case by the following reason:

1. It is always \( 5 \neq_{dl} 1 \) from the constraint \( EC_{1} \).
2. Therefore, \( dl \) cannot be an important factor. Then, if we use \( ex \) or \( rn \), we cannot distinguish \( c1 \) and NG case \( c3 \).

On the other hand, the current case is NG w.r.t. \( \{ ex, rn \} \) since there is a supporting case \( c5 \), and an unmatched factor \( UMF \) from \( OK \) to \( F \) where \( UMF(c1) = rn \), \( UMF(c4) = rn \), and adding constraints, \( d \neq_{rn} p \) and \( d \neq_{rn} h \), does not lead to contradiction.

Note that to show that the current case is OK, we argue that reason of illness is similar to the reason of volunteer work whereas to show that the current case is NG, we argue that the above two reasons are not similar. This expresses that dynamic aspect of similarity exists not only in deciding important factors but also in analogizing different values of factors.

### 3 TRANSLATION

#### 3.1 Translation for cases in a casebase

For every case \( C \), we translate it into the following rule:

1. If \( C \in OK \) then \( ok(id(C)) \) is a head of the rule and if \( C \in NG \) then \( ng(id(C)) \) is a head of the rule.
2. For every factor \( f, f(f(C)) \) is added to the body of the rule.

**Example 3** The following shows the translation of the case base in Example 1.

\[
c1: \quad ok(c1) \leftarrow dl(1), ex(y), rn(p).
\]

\[
c2: \quad ng(c2) \leftarrow dl(2), ex(n), rn(n).
\]

\[
c3: \quad ng(c3) \leftarrow dl(6), ex(y), rn(p).
\]

\[
c4: \quad ok(c4) \leftarrow dl(7), ex(y), rn(h).
\]

\[
c5: \quad ng(c5) \leftarrow dl(8), ex(y), rn(d).
\]

#### 3.2 Translation for the current case

Let \( C \) be the current case. For every factor \( f \in F \), we make the following rule:

1. \( f(X) \leftarrow sim^{*}(f(C), X, f) \),
   where \( sim^{*} \) is an abducible predicate.
2. \( f(X) \leftarrow \neg imp^{*}(f) \),
   where \( imp^{*} \) is also an abducible predicate and “\( \neg \)” is negation as failure.

**Example 4** The following shows the translation of the current case in Example 1.

\[
dl(X) \leftarrow sim^{*}(5, X, dl).
dl(X) \leftarrow \neg imp^{*}(dl).
ex(X) \leftarrow sim^{*}(y, X, ex).
ex(X) \leftarrow \neg imp^{*}(ex).
rn(X) \leftarrow sim^{*}(d, X, rn).
rn(X) \leftarrow \neg imp^{*}(rn).
\]

The idea of the above translation is as follows. Firstly, every case is translated into a rule whose conclusion is a consequence of the case and whose body consists of the values of the factors in the case. If the current case coincides with a case which have the similar value to the current case in the important factors, the current case is supposed to have the same consequence as the matched case. This matching is done by using \( imp^{*}(f) \) which expresses that \( f \) is assumed to be an important factor and \( sim^{*}(v, X, f) \) which expresses that the value \( v \) of the factor \( f \) in the current case is assumed to be similar to \( X \).

Suppose that a factor is not important. This means that \( \neg imp^{*}(f) \) is true. Then, \( f(X) \) becomes automatically true whatever value \( X \) is. This corresponds with the behavior that the factor \( f \) is ignored to match the current case and a case in a casebase. On the other hand, suppose that a factor is important. This means that \( imp^{*}(f) \) is true. Then, \( f(X) \leftarrow sim^{*}(v, X, f) \) is the only rule for \( f(X) \). In this case, soft matching will take place by assuming \( sim^{*}(v, X, f) \).
3.3 Translation for Constraints

Constraints are firstly translated into a clausal form:

\[(p_1 \wedge \ldots \wedge p_m) \Rightarrow (p_{m+1} \lor \ldots \lor p_n)\]

and the clausal form is translated into the following rule with the contradiction symbol \( \bot \) as a head:

\[\bot \leftarrow p_1, \ldots, p_m, \text{ not } p_{m+1}, \ldots, \text{ not } p_n\]

We always have the following constraints.

Constraints for Equivalence Relation: For every factor \( f \) and every \( d, d_1, d_2, d_3 \in D \) where \( D \) is a range of \( f \),

\[\bot \leftarrow \text{sim}^*(d, d, f), \text{sim}^*(d_1, d, f), \text{sim}^*(d, d_2, f), \text{sim}^*(d, d_3, f)\]

Meta-constraint:

\[\bot \leftarrow \text{ok}(X), \text{ng}(Y)\]

This constraint expresses that the current case is not similar to OK case and NG case simultaneously.

Example 5 The constraints in Example 1 are translated into the following. We show the instantiated constraints for simplicity.

EC1: \[\bot \leftarrow \text{sim}^*(5, 1, d_l)\]

EC2: \[\bot \leftarrow \text{sim}^*(5, 7, d_l), \text{not sim}^*(5, 6, d_l)\]

EC3: \[\bot \leftarrow \text{sim}^*(y, n, e_x), \text{not imp}^*(e_x)\]

Among the above constraints, the constraints of \( \text{sim}^* \) is the source of cutting undesirable similarity among the values of the domain.

3.4 Translation for the position

If a user would like to show that the current case is OK then ask \(- \text{ok}(X)\) and if he would like to show that the current case is NG then ask \(- \text{ng}(X)\).

3.5 Relation between Formalism and Translation

Semantics of the above translated programs is based on generalized stable model [4] as follows. We extend the definition slightly so that negated abducibles can be included in abducibles.

Definition 4 Let \( T \) be a logic program and \( \Pi_T \) be a set of ground rules obtained by replacing all variables in each rule in \( T \) by every element of its Herbrand universe. Let \( M \) be a set of ground atoms from \( \Pi_T \) and \( \Pi_T^M \) be the following program.

\[\Pi_T^M = \{ H \leftarrow B_1, \ldots, B_k \}
\]

\[H = B_1, \ldots, B_k, \sim A_1, \ldots, \sim A_m \in \Pi_T
\]

and \( A_i \notin M \) for each \( i = 1, \ldots, m \) \}

Let \( \text{min}(\Pi_T^M) \) be the least model of \( \Pi_T^M \). A stable model for a logic program \( T \) is \( M \) iff \( M = \text{min}(\Pi_T^M) \) and \( \bot \notin M \).

Definition 5 Let \( T \) be a logic program with abducible predicates and \( \Theta \) be a set of ground instances or negated ground instances of abducible predicates (called abducibles). A generalized stable model \( M(\Theta) \) for \( T \) is a stable model of \( T(\Theta) \)

\[T(\Theta) = T \cup \{ H \leftarrow \text{ok}(\Theta) \}
\]

The following theorem states that if there is a model for a translated program, then the abducibles in the model correspond with important factors and a set of the additional constraints for the equivalence relation to prove OK for the current case.

Theorem 1 Let \( T \) be a translated logic program from \( CB \), the current case \( C \) and constraints. Suppose that there exists a generalized stable model \( M(\Theta) \) for \( T \) and a symbol \( c_o_k \) such that \( M(\Theta) \models \text{ok}(c_o_k) \). Then, \( c_o_k = \text{id}^{-1}(c_o_k) \) is a supporting case and \( I_{F_{OK}} = \{ \text{imp}^*(f) \in \Theta \} \) is a set of important factors and there exists a set of additional constraints for the equivalence relation to prove OK for \( C \).

The following theorem states that if there is a supporting case, a set of important factors and a set of additional constraints for the equivalence relation to prove OK for the current case, then there is a model which contains abducibles corresponding with the important factors and additional constraints for the equivalence relation.

Theorem 2 Let \( T \) be a translated logic program from \( CB \), the current case \( C \) and constraints. Suppose that \( C_o_k \) is a supporting case and \( I_{F_{OK}} \) is a set of important factors and \( E_{C_OK} \) is an additional constraints for the equivalence relation to prove OK for the current case \( C \). Then, there exists a generalized stable model \( M(\Theta) \) for \( T \) and \( \Theta \models \text{ok}(c_o_k) \) \( \cup \{ \text{imp}^*(f) \in I_{F_{OK}} \} \cup \{ \text{sim}^*(f(C), f(C) \sim_f f(C_o_k) \in E_{C_OK}) \}

A sketch of the proofs are found in Appendix.

Example 6 Let \( T \) be a union of programs in Example 3, Example 4 and Example 5. The following shows the above correspondence in Theorems.

Let \( \Theta \) be a set \{ \( \text{imp}^*(d_l), \text{imp}^*(e_x), \text{imp}^*(r_n), \text{sim}^*(5, 6, d_l), \text{sim}^*(5, 7, d_l), \text{sim}^*(d, h, r_n) \}
\]

\[\text{not sim}^*(5, 1, d_l), \text{not sim}^*(5, 8, d_l), \text{not sim}^*(y, n, e_x), \text{not sim}^*(d, p, r_n) \}

plus a set of abducibles augmented by the basic properties (reflexivity, symmetry, transitivity) of equivalence relation.

Let \( M(\Theta) = \Theta \cup \{ \text{ok}(c_4), d_l(6), d_l(7), e_x(y), r_n(h) \} \)

Then, a part of \( \Pi_T^{M(\Theta)} \) becomes the following program:

\[\text{ok}(c_1) \rightarrow \text{d}_l(1), e_x(y), r_n(p)\]

\[\text{n}_g(c_2) \rightarrow \text{d}_l(2), e_x(u), r_n(u)\]

\[\text{n}_g(c_3) \rightarrow \text{d}_l(6), e_x(y), r_n(p)\]

\[\text{o}_k(c_4) \rightarrow \text{d}_l(7), e_x(y), r_n(h)\]

\[\text{n}_g(c_5) \rightarrow \text{d}_l(8), e_x(y), r_n(d)\]

\[\text{d}_l(1) \leftarrow \text{sim}^*(5, 1, d_l)\]

\[\text{d}_l(6) \leftarrow \text{sim}^*(5, 6, d_l)\]

\[\text{d}_l(7) \leftarrow \text{sim}^*(5, 7, d_l)\]

\[\text{d}_l(8) \leftarrow \text{sim}^*(5, 8, d_l)\]

\[e_x(y) \leftarrow \text{sim}^*(y, e_x)\]
\[\begin{align*}
ex(x) & \sim \text{sim}^*(y, u, x), \\
rn(h) & \sim \text{sim}^*(d, h, r, n), \\
rn(p) & \sim \text{sim}^*(d, p, r, n), \\
im^*(d) & \sim, \\
im^*(e) & \sim, \\
sim^*(, 5, d, d) & \sim, \\
sim^*(, 5, 7, d) & \sim, \\
sim^*(, 5, 6, d) & \sim, \\
\downarrow & \sim \text{sim}^*(, 5, 1, d), \\
\downarrow & \sim \text{sim}^*(, 5, 8, d), \\
\downarrow & \sim \text{sim}^*(, 5, 1, d), \\
\downarrow & \sim \text{sim}^*(, 5, 1, d), \\
\end{align*}\]

We can easily check that \(\min(\Pi_{T(\Theta)}^{M(\Theta)}) = M(\Theta)\). Therefore, \(M(\Theta)\) is a generalized stable model for \(T\). Then, \(IF_{OK} = \{dl, ex, r\n\} and newly added constraints coincide with the result of Example 2. □

We can use an existing procedure [6] based on the generalized stable model semantics which is an enhanced procedure of [5] with bottom-up checking of integrity constraints. The procedure is sound and complete for a finitely ground model in the sense that every generalized stable model is exactly computed. Since the translated program can be finitely grounded, we can guarantee that every possible interpretation of a rule is exactly computed due to the above correspondence of abducibles with important factors and the value similarity.

4 CONCLUSION

In this paper, we propose a formalization of adversarial case-based reasoning with soft matching over various kinds of values and give a translation method from the formalism into abductive logic programming with two-level abducibles; the first for important factors and the second for the soft matching.

We need the following future work.

- We would like to incorporate with more powerful constraint reasoning for richer representation of constraints for additional equivalence relation. We might use abductive constraint logic programming [5] to abduce some constraints.

- We would like to pursue the usage of this formalism such as hypothetical reasoning where some hypothetical scenario can be simulated.

APPENDIX: SKETCH OF PROOFS

Proof of Theorem 1:
Let the rule for \(C_{ok}\) be
\[\text{ok}(c_{ok}) \leftarrow f_i(v_1), ..., f_i(v_n).\]
Since there is no other rule for \(C_{ok}\), this rule should be satisfied. Therefore, for each \(f_i(v_1)\), \(M(\Theta) \models f_i(v_1)\).

Thus, \(M(\Theta) \models \text{sim}^*(u, v_1, f_i)\) means that \(M(\Theta) \models \text{sim}^*(u, v_1, f_i)\) is consistent with \(\text{EC}_j\). Therefore, \(f_i(C) \sim f_i(C)\) is consistent with \(\text{EC}_j\).
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