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ABSTRACT

This paper presents a formalism of nenmencfonic rea-
soning. In our formalism, initial belief is represented
directly, Unlike the current formalisms such as default
logic or circumscription we cam express the belief with-
out any extra inference rules or special axiom, The only
constraint for a belief is that it must enfail knowledge.
Then, we define a belief revision strategy called minimal
belief revision. Minimal belief revision minimizes the dif-
ference between the previous belief and the new belief so
that what was true in the previoos belief remains true in
the new belief as far as possible.

This paper discusses why belief revision must occur
when belief does not entail added knowledge, presents a
definition and modsl theory for minimal belief revision
and shows that minimal belief revision performs some
kind of nonmonetenic reasoning.

1 INTRODUCTION

In real life, we are sometimes forced to draw some
conclusion even if there is not encugh information. For
one solution to those situations, we use our belief [or
hypothesis) to complement unknown information. How-
ever, since the results from a belief are not logically true,
they must be defeated if they are found to be false. Such
reasoning is called nonmonotonic reasoning and has been
formalized by various researchers [McCarthy80, McDer-
mott80, and Reiter0].

Roughly speaking, current formalisms such as cir-
cumseription [McCarthy80], nenmenctonic logic [Me-
Dermott80] and default logic [Reiter80] add special ax-
ioms or define extra inference rules to incorporate the
idea that an unknown fact is assumed to be false unless
it is explicitly known to be true. The special axioms
or extra inference rules can be regarded as producing
methods of plausible behef from the current knowledge.
If more knowledge is added, a different belief is produced
by those axioms or extra inference rules.

This paper presents another formalism of nonmono-
tonic reasoning. Our approach of formalizing nonmone-
tonic reasoning i8 different from those formalisms in the
following points.

(1) A beliefis represented directly as a plausible hypoth-
esis without any extra inference rules or special ax-
ioms. If no conclusion ia derived from incomplete
knowledge, a belief is used to complement unknown
information. The only constraint for a belief is that
it must entail knowledge; in other words, it is a
detailed hypothetical description of knowledge to
supplement a lack of knowledge.

(2) A belief is directly revised when more information is
added. Since a belief has a hypothetical character,
it is not always true. Therefore, if a belief does
not entail added information, it mmist be changed
to satisfy the above constraint. This process of
change is called belief revision.

This paper investigates a special strategy of belief re-
vigion called minimal belief revision and shows that this
strategy performs some kinds of nonmonotonic reason-
ing. The idea of minimal belief revision is that de-
fault rules are first defined as belief, and if any counter-
exarmnple is found, the belief is changed =o that the
counter-example iz treated as an exception to maintain
consistency.

Fer example, suppose that belief for fiying birds is ex-
pressed by the following:

Wa(bird(z) D fly(z)).

The above belief expresses directly that every bird flies.
Even if we only koow bird(A), we conclude fly(A) as
a consequence of the above belief, However, if we find
=fly(A) in addition to bird(A4), then the belief must be
changed to keep consistency., However, we do not wani
to throw away the above belief completely, but we still
want to believe that any bird other than A fies. The
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minimal belief revision strategy performs such revision
and changes the above belief into the following:

Yrlz # A= (brd(z) O fly(z))).

This belief revision is nonmonotonic, becanse from the
previous belief, we can derive fly(A) if we know bird( A),
whereas from the new belief, we can no longer derive
fiy(A).

This paper firsi discusses the relationship belween
knowledge and belief, then shows the definition and
model theory of minimal belief revision and some ex-
amples of nonmonotonic reasoning with it.

2 MONOTONIC KNOWLEDGE AND
NONMONOTONIC BELIEF

This section shows why belief revision must occur
when belief does not entail added knowladge. Let & and
Il? be a set of lc:nuwlerlgc and a set of beliefs rcgpr:acli'l."d}l'.
[Hintikkat2] requires knowledge and belief to satisfy the
following relation: .

K C ﬂ:

which means that if an agent knows p, he also believes p.
In this paper, knowledge and beliefs are represented as
logical forrmlas. Let knewledge and belief be formulas
of K and B. The above requirement can be expressed as
follows:

A=K,

which means that B entails £ * .

We also define that knowledge ia monotonic. Following
Hintiklka, we regard lmowledge as & subset of truth, and
therefore, knowledge increases monotonically. However,
since we regard a belief as a set of plausible hypotheses,
a belief must be nonmonotonic if we keep consistency
of belief. For example, suppose that the current knowl-
edge contains neither & nor —a and the belief containg
a. Then, if —cr i5 added to Imuw]e&ge, the belief must
eontain it becavse of the above requirement. However,
the simple addition of - to the belief leads to & con-
tradiction. Therefore, in this case, & in the behefl must
be retracted in order to maintain consistency. Therefore,
when new knowledge is added, a beliel must be revised
so that it contains new knowledge and is satisfiable. This
process is called belief revision.

A strategy on how to change belief s needed since
there are many ways of changing the belief, The next sec-
tion comcentrates on one particular belief revision strat-

*Mote that circumscription and defanlt logic satisfy this
requirement, becaues both produce a belief including an ini-

egy called minimal belief revision. Minimal belief revi-
sion is a strategy by which differences between the pre-

vious belief and revised belief are minimized.

3 MINIMAL BELIEF REVISION

The main ides of minimal belief revision is that we
compute the differences between a model of previous be-
lief and & model of new knowledge, and choose pairs of
maodels where the difference between models is minimal,
As a result, what was true in the previous beliel remains
true in the new belief if it is not contradictory to the
added knowledge.

We explain the idea with the following example. Let
knowledge K be identical to T, which denctes a true
proposition, and belief B be identical to p A g. Then
suppose that o, which is equivalent to —pV-g, is added to
knowledge K we must revise belief because B = K Ao
Let the new belief be N B, N5 must entail K Ao by the
above requiremnent, that iz, a set of models of N8 must
be a subset af the following set:

{{-p,q}. {p, g}, {-p,~a}},

which iz a set of all models of & A o (2 model is rep-
resented as a set of the propositional constamts and
negation of propositional constants that are frue in the
madel).

First, we compute the difference betwesn each model
of B and each model of K A . In this case, we com-
pute the differences of ({p,q},{-p,q}), ({p. 4}, {P.~q})
and ({p, ¢}, {~p,~g}) which are {p},{q} and {p,q} ze-
spectively (the difference set is represented as propo-
sitional constants which have different truth values for
each model in the pair). Then we select pairs whose dif-
ferences are minimal in terms of set inclusion, that is,
({p,a}, {-p,q}) and ({p,q}, {p, ~q}). Then the new be-
lief, ¥ B, by minimal belief revision is the disjunction of
all those models of knowledge in the above pairs, that is:

(=pA g}V (pAm-g).

While new knowledge has a model of {=p, ~q}, N5 does
not hawve it. This is because what was true in Lhe previous
belief remains true as far as possible by minimal belief
revision. Thus, either p or g {not boﬂl] remains true in
the new belief,

We generalize this idea to knowledge and belief ex-
pressed in a first-order language. In the following sub-
sections, minimal belief revision is defined in & second-
order language. In a second-order language, we can use
predicate variables and function variables in addition to
object variables. Predicate variables vary over predicates



and function variables vary over functions. In addifion,
we use predicate constants such as T for true, F for false
and = for equality, and logical connectives such as @ for
exclusive-or and = for equivalence.

We also give the model theory of minimal belief re-
vision for a second-order language. A structure, M, for
a second-order language consista of a domain [}, which
is a non-empty get, and an interpretation function such
that every m-ary function constant, F,, is mapped onto
a function from D* to D (written M[F.]), and every
n-ary predicate constant, F,, is mapped into a subset
of D* (written M[F,]}. N-ary funclion varisbles range
over any function from D* to D, and n-ary predicate
variables range over any subset of D™ < 4, ..t >
denctes an inferpreted tuple whese £y, ..., 1, are terms.
H Pty ... ty) is true in M, this fact is expressed as
<ty tn € M[F]. A model of a second-order sen-
tence is any structure, M, such that every formula in the
set is true in M.

3.1 Definition of Minimal Beliel Itevision

Let B(P), K(P) and a(P)} be first-order sentences
whose predicate constants are among those of P =
Pl Py and B(F) = K(FP). B(FP) is the current be-
lief and I (P) is the current knowledge and o F) is the
added knowledge.

We define a minimal revised belief, NB(FP), with re-
spect Lo (K'(P), B{P)) and a(F) as follows,

NB(P) Y
APg(B(Pg)} A K(P) A a( F)A
=IPEIAF(B(Pg) A K(P') A e PYN
(P4, P) < (P, P))),

where

(1) Pg is a tuple of predicate variables pgi,...., PBe
which have the same arilies of p1,...,pa respec-
tively, and Pg is also a tuple of predicate variables
Pagsooa Py Which satisfy the same condition as
Fg, F' is a tuple of predicate variables g}, ..., p,
which also satisfy the same condition as Pg,

(2) and B(Pg) is a sentence obtained by substituting
predicate variables of Pp for any occurrence of
corresponding predicate constants in B{P), and
B(Pg) and K(P') are sentences obtained in a sim-
ilar way,

(3) and (P}, P} < (Pg, P) is an abbreviation of:
{P.é1p] :{{Pﬂ‘sP}ﬁ _'([PH‘!F}j (PE!P‘I}}:I
where { P, P") = (Pg, F) it an abbreviation of:
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V( (s (x) @ pi(x)) 2 (poa(x) @ Pa(X))) A A
V([P (x) @ PL(x)) D (Paalx) & palx)))-

(Pg,F') < (Fg, P) means informally that the differ-
ence of extensions for Py and P’ is less than the dif-
ference of extensions for Pp and P. NB{F) expresses
informally that there is some tuple of extensions for Fg
which changes minimally into & tuple of extensions for
F.

3.2 Model Theory

Let B{F), NB(F), X(F) and o P} be the same sen-
tences in the above definition, and let Mp and Mp be
models of B(P), and let Myp and M5 be models of
K{P)nalP). We define a partial order relation, =<, over
pairs of models. (Mg, My ) = (Mg, Myg) is defined as
the following.

(1} Mg, My, Mypg and M}z have the same domain.

(2} Every constant and function receives the same in-
terpretation in Mg, Mg, Mya and Mg,

{3) The following statement is true. (We write < X > as
an interpreted term in My, Mg, Myg and My,
because it receives the same interpretation in all of
those models.)

We((< x >€ Ma[m]® < x >€ Myg[m]) D

(<x>€ Mpjpm]® < x> Mug[p])) A A

Wx((< x >& Mg[p.)h < x >€ Mygipa]) 2
(< x>€ Mp(p.)® < x >€ Mys[pal)).

This ordering means that the difference of extensions of
each p; in My and M}, is not more than the difference
of extensions of each p; in Mg and Myg.

A minimally different pair, (Mp,Myg), with respect
to B(P) and K(P) A a(P) is defined as the pair of mod-
els for B(P) and K(P) A aP) respectively such that
there is mo pair, (Mp,Msg), such that (Mg, Miyg) =
(Mg, Myp} and not (Mg, Mnp) 2 (Mp, Myp)-

A minimal revised model, My g, with respect to B(F)
and K{P) A af P) iz defined as the model such that there
exists Mg such that { Mg, Myg) is 2 minimally different
pair with respect to B(P) and K(P) A a(P).

The relation between the definition of minimal revised
belief and the model theory is as follows.

Proposition 1. Let B(P), NB(P), K(F) and a(F) be
the same sentences in the definition of minimal revised
belief. Mﬁg iz a model afNB{P] HF Mpg is & minimal
revised model with respect to B(P) and K{P} A afP).

This proposition means that any result derived from
NB{P)is true in all minimal revised models.
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As shown by the following propoesition, if added knowl-
edge is consistent with the belief, a set of models of the
new belief is a maximum restricted set of models of be-
lief 50 that any model in the new belief entails added
knowledge.

Proposition 2. Let B(P), NB(P), K(P) and aF) be
the same sentences in the definition of mirimal revised
belief. If o P} is consistent with B(F), NB(F) = B(F)
M oalF).

The proofs of the above propositions are found in the
appendix.

4 EXAMPLES

The previous formula of a minimal revised belief,
NEB{FP), can be translated into the following form:

3Pp(B(Ps) A K(P) A a(P)A
VPLYP'((B(Py) A K(P') A o P')A
(Pg,P') = (Pp, P)) D (Pg, P') = (Fs, P))),

where (Ff, P') = (Pg, P} is an abbreviation of:

W3 (P, (%) @ pL(x)) = (Pea(x) @ Pa(X))) A A
Yx( (Pl (%) @ (%)) = (poa(x) @ pu(x))).

The above formula is used in the following examples.
The first example shows a propositional case,

Example 1:

P=p,q
B(P)=phg,
K(F)=T,
EI:[_P:I = -ﬂp"u" g

B(P) and K(F) are the corrent belief and the current
knowledge respectively and o P) is the added knowledge.
Then the minimal revised belief, NV H(F), 18 defined as
follows.

NB((r,q)) =
IpsIas|
pehge A(=pV —g)h
WV Ye Ve {(
Py N gy A (-p V- A
((re@#") 2 (pr @ p)IA
([sa®q) Dlgada))) D
((rr @7 = (pa @ pIN
(70 @ ¢) = (g2 @ 9))))-

In this example, each propositional variable varies over

F and T. Each tuple of the truth-value assignment
for- (ps,¢%.2',¢') makes the conditional part of the

last conjunct false except (T,T,T,F), (T,T,F,T) and
{(1,T.F,F).

(1) If (T,T,T,F} is assigned o (ply, qi, ¥, ¢'), then we
can derive (gg @ g) O (pp = p) from the last conjunct.

(2) If (T,T,F.T) is assigned to (g, ¢k, 70"}, then we
can derive (pp @ p) 2 (g = g) from the last conjunct.

(3) If (T,T,F,F) is assigned to (ph, ¢, 7,7, then we
can derive T from the last conjunet.

Then the above formmla is reduced to:

EITEN
pe Agp Al-pV —g)A
({gs @ q) D (pe = PN
((ra@p) 2 (35 = 9)))-

Then, each tuple of the truth-value assignment for
{pp,qe) makes the above formula false, except (T,T).
Then the above formula is reduced to:

(~pV-g) AlpVag),

which s equivalent to the resulf in the previous section.
The second example shows inference from the belief.

Example 2:

P=5bf

B(P}=Vz(bz) > flz)),
K(P)=T,

a(P) = bA).

F(P) expresses that every bird flies, and a{P) expresses
that A is a bird. In this case, ofFP) iz consistent with
B(P), therefore, the new belief, N 5(F) is HB(F} A aF)
by proposition 2. Belief, that A flies, can be derived
from the new belief. This example shows that if the
added knowledge is consistent with the current belief,
we can infer normal results from the current belief and
the added knowledge.

The next example shows treatment of the counter-
example to the belief which was discussed in the intro-
duction.

Example 3:

P=5bf
B(F} = Va(b{z) 5 f(=z)) A b{A),
K(F) = b{A),
af P) = - f(A).
B(P) expresses that every bird flies and A is a bird,
and af P) expresses that A does not fly. In faet, B(F)



is the new belief of example 2. Then the new belief is
defined as follows.

NB((b, £)) =
b3 fal(
Yz(ba(z) 2 falz)) A be(A) A b(A) A-FlA)A
VoW FEYIVF((
Vx(bp(z) D fa(z)) A bu(A) AV (A) A -F{A)A
Yz((b(z) @ ¥(z)) D (ba(z) @ b(z)))A
Vz((fal(z) & f'(2)) 2 (fe(z) @ f()))) 2
(Vz((ba(z) @ ¥(=)) = (ba(z) @ b{z)))A
ve((fa(z) @ f(z)) = (fa(=) ® f(2))))).
Let by(x) and fpiz) and ¥(x) be identical to T and let
Flx) be identical to = 3 A
Then the left-handside of the last conjunct of NB((b, ])

becornes as follows:

TITATATA={AF AN

YWe((T & T) 2 (belz) @ b=)))A

Vz((T@ = # A) 2 (fa(z) @ f(z)))
We can easily see that all conjuncts are frue, assuming
Wez(bg(z) 3 fal(z)) and ba(A) and —f(A). Therefore,
the left-handside of the last comjunct of NB((b, f)) is
true, assuming the other conjuncts of NB({b, f)). Thus,
we can derive the following from N EB({b, f)).

b3 fa(
Ve(ba(z) 3 falz)) A ba(A) A B(A) A—f{A)A
Vz((T & T) = (be(z) ® b{z)))A
V(T @ = # A) = (fa(z) @ f(2)))-

The second conjunct from the last is equivalent to:
Va(ba(z) = b(z)),
and the last conjunct is equivalent to:
(fa(A) @ f(A)) AVa(z # A D (falz) = f(2))-
Therefore, the aboie formmula s reduced to:
3bp3 fa(Ye(b(z) D fa(z)) A WA) A ~FAA
Vz(z # A D (fs(z) = f(2)))):

Since we can derive Vz(fo(z) 2 (z # A D f(z))) from
the last conjunct, we can derive the following from the
above formula:

Vz(b(z) D (= # A D f(z))) Ab(A) A ~f(A),
which is equivalent to:
Wa(z £ A = (bz) O flz))).

While f(A) was true in the previous belief, we can no
longer derive f{A) from this new belief. Thus, this ex-
ample shows nonmonotonicity of minimal belief revision,
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And, from the new belief, we can still show that every
bird except A flies. This is an effect of minimal belief

Tevision.

5 RELATED RESEARCH

5.1 Formalisms of Nonmonotonic Reasoning

The current formalisms of nonmonotonic reasoning fry
to define extra inference rules or axioma to produce be-
lief. Default logic [Reiterf] uses special inference rules
called defaults and circamscription [MeCarthy80] adds
special axioms to the knowledge. However, if we wish to
represent a belief that every bird flies, then we cannot
express this belief directly but must modify it to match
gpecial mechanisms of the above formalisms. In default
logic, we must present the sbove belief by using extra
inference such as:

bird(z) : Mfly(z)
fiy(z)
In circumscription, we must introduce special predicate
ab to express the above belief as:

We((bird{z) A —ab(z)) O fly(=)),

and minimize ab. However, in our formalism, belief can
be represented directly as:

Yz(bird(z) O fly(z)).

We use a kind of minimization technigue adopted
in circumscription to formalize minimal belief revision,
While circumseription minimizes predicates to produce
a belief, minimal belief revision minimizes the difference
between the previous belief and the new belief. How-
ever, minimal belief revision inherits the problems of cir-
cumscription regarding computability and satisfiability.
Since minimal belief revision is defined in second-order
language, it iz not computable in general. Also, since
minimality is based ¢n set-inclusion of the difference be-
tween a model of the current belief and a model of the
new belief, it can become unsatisfiable if there is an infi-
nite decreasing chain of set difference of models, There-
fore, we must investigate useful subclasses of first-order
sentences to make minimel belief revision computable
and satisfiable as the researchers of circumscription have
been studying.

5.2 Truth Maintenance System

In a sense, the formalism in this paper can be re-
garded as a generalization of the truth maintenance sys-
tem [DoyleT9], because the TMS uses hypothetical con-
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texts which correspond to models of belief in our formal-
ia1n and per[m belief revision. I'Ilztm'».'\ll'-r.':'I.I'f}nr1 while the cur-
rent TMS5 can only manipulate propositions {or ground
sentences), our formalism can manipulate arbitrary sen-
tences. Moreover, TMS uses only one context at one
time, whereas we can use !rmltip].t: contexts al one time
because a sentence for belief expresses & set of models.

5.8 Database Updates

In the database community, there have been sev-
eral reports about research on semantics of updates
{[Winslett88]) gives a survey for them). For example,
[Fagind3 and Kuperfd] define minimal updates of syn-
tactic formulas in databases. However, they do not give
a model theoretical analysis. And the revised databases
may be logically different from the logically equivalent
databases when their representations are different.

5.4 Logic of Theory Change

[Alchourrén83] gives formal aspects of the process of
contraction and revision of & theory, One of the authers
of that paper, Gardenfors, gives desirable postulates for a
revision of a theory. A+ is a revised theory if a formula
o is added to & theory A (A set of formula A is a theory
iff A= Cn[A) where Cn js a consequence operation),

(1) Atz is a theory.

(2} z € Afe.

(3) I ~z & Cn(A), then Afz = Cn(AU {z}).

(4) If =z & Cn(d), then Az is consistent under Cn.
(5) ¥ Cn{z) = Cn(y), then Atz = Aty

And he also gives “supplementary postulates”.

(8) Ad{z Ay) € Cnl(A+z)U {y}).

(1) H -~y & Adz, then Cn{(A4z) U {y}) C A+(z Ay).

Te relate cur definition of revision with their postu-
lates, we translate them into modeltheoretic terms(We
do not distinguish 4 and O'n{A) because they are model-
theoretically identical).

(2) Az ==

(3)" If AW ~z, then Adz = AU {z}.
{4)? If |£ =, then Aiz is satisfiable.
(5) If = x =y, then | A4z = Aty.

(8) (A+z)U{y} = Ad(zAy).

(7Y If Atz [y, then Ad(z Ay) = (Adz) U {y}).

Knowledge and belief are distinguished in our formalism,
but not in theirs. However, when current knowledge K
is T and added knowledge o is added to current belief
B, then we can compare our definition with theirs. Then
postulates (2)°, (3", (5)°, (B)' are satisfied, but in general
(4)" and (7)" are not satisfied. However if we consider
propositional logic, {4)' 15 satisfied. (7)’ is not satisfied
becanze our minimality iz based on set-inclusion of the
difference between the current belief and the new belief.
However, set inclusion of the difference is essential for
making our formalism applicable to first-order sentences.

5.5 A Theory of Knowledge Base Revision

[Dalal88] have taken a similer approach to ours be
cause Lhey define minimal change of belief in the model-
theoretic terms. The differences between our definition
and theirs are the following.

(1) Their definition i= for propositional logic; ours is for
first-order logic.

(2) In their formalization all belief can be changed; in
ours some paris of belief (knowledge) cannot be

changed.

{3) While their minimality is based on a number of
propositions which receive different interpretations
from the current belief and the new belief, our min-
imality is based on set-inclusion of the difference.

Concerning (3), if the current knowledge is T and the
current belief iz p A g A v and the added knowledge ia
-|I,'rp W gh ¥ - then, our definition gives I:—tp Mg A .‘r']' W
{p Mg —r) as a new belief, but their definition gives
pAgh=r. Soin a sense their formalization is more
comservative than ours. However, it seems difficult te
extend their definition to first-order logic because it is
difficult to define the difference of models by number in
an infinite domain,

68 CONCLUSION

This paper presents a formalism of nonmonotonic rea-
soning by direct representation of belief and belief revi-
sion. Belief is defined as a detailed description of knowl-
edge 5o that it entails knowledge. Belief revision occurs
when belief does not entail added knowledge, This pa-
per concenirates on a particular belief revision strategy
called minimal belief revision. Minimal belief revision
treats the counter-example for the previous belief as an
exception in order to maintain consistency. It also keeps



what was true in the previous belief as far as possible.
This paper presents the definition and the model theory
for minimal belief revision. We plan the following future
work,

(1} As mentioned in 5.1, We need to find useful sub-
classes of first-order sentences to make minimal be-
lief revision computable and satisfiable.

{2) If the initial beliefs are conflicting (for exampls, rules
of fiying birds and non-flying penguins), minimal
belief revision cannot decide which belief should
be changed when contradiction cecurs. To solve
this problem, we should introduce a hisrarchical
structurse into belief.

{3) It should be better if we have & mechanism to pro-
duce initial belief from known facts so that we need
not find initial belief by ourselves. The mechanism
should have a learning ability.

{4) If a lot of exceptions are found, then belief should
be changed drastically so that exceptions are con-
verted to defaclts. In that case, we need another
criterion to perform such revision.
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APPENDIX: PROOFS OF PROPOSITIONS

Proposition 1. Let B(P), NB(P), K(F) and a(FP) be
the same senfence in the definition of minimal revised
belief. Myg is & model of NB(P) iff Myg is a minimal
revised model with respect to B{P) and K [P} A o FP).

Proof: .
(=) Suppose that Myg is a model of NB(F),
but for every model, Mg, of B{P), (Mg, Myg) is not
a minimally different pair with respect to B{P) and
K{P) Aa(P).

In other words, for every pair (Mg, Mysa), there
is a pair of models (Mp, My g) for B(P) and K(P) A
afP) such that (Mg, Mgl = (Mp, Myg) and not
(Mg, Mug) = (Mg, Myg).

Therefare

Wx((< x >€ Mp[m]@® < x >€ Myplm]) 2

(< x> Malp ] < x >€ Myalm])) A A
Wx((< x >€ Mp[p.|® < x >€ Mizp[p.]) O

(= x> Mg[p,]® < x >€ Myglp.l))

and

=~
Wxl{< x =€ Mglp )@ < x =€ Myglm]) 2
(< x>€ Ma[m]® < x> Miglp])) A A
Vx((< x >€ Ma[p.]® < x >€ Myapa]) D
(< x > Mglp.]® < x =€ Mya[p.)))).

L-E.’I;. MHBEPE!'-] —| Mg[pt]l:l "-_: :I ﬂ 'I'l.}.r wl:ln‘.‘.'!.'nb Pﬂl— iE a
predicate constant which is not in P. Then since Mz =
B(P), Myg |= B(Pg), where Ps = (ps1, ..., o). Simi-
larly, let Myg[ph] = Mppi and Myg(r] = Myg(pl,
then Mye = B(Pg) where Py = (plg, ..., P, and
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Mys & K(P) A e P') where P/ =

And since

(s Bl

Vae{(< x >€ Myvalpha]® < x >€ Muslpl])
(<% =€ Muplpm]® < x >€ Myg[p])) A on
Wax((< x >€ Myplpy,|® < x >€ Mys[p]) O
(< % >€ Myglpsa|® < x >€ Mys(p.))),

and

~(
¥x{(< x >€ Myslpm|® < x >€ Mys[m]) O
(€% =€ Muplre,]® < x >€ Mys[p])) A
Vx{(< % >€ Myalpe.)® < x >€ Mup[p]) O
(< x> Mup[p,]® < % >€ Mys[r,])))k

by substituting Myplpe] for Ms[pl(l < i = n),
Mug|ps;] for Mg, and Myglp) for Miglp] respec-
Livdy in the above statement, for any tupl&s of exten-
sions, Fg, satisfying B(Pg), there exist Py and P’ sal-
isfying B{Pg) and E{P") A a P') respectively such that
Mys = (Ph, P < (Ps, P).
© It contradicts the fact that there exists Pp satislying
B(Pg), such that

Mypg = AP AP B{PRINK P yna P Pe, P') =
(Fa, PN}

{«=) Suppose that Myy is & minimal revised model and
Muyp = ¥FPa((B{Fa)nl(Piha(P)) D PR3P B Fg)n
K(F'} AalP') A (P, P') < (Pg, P))).

In other words, for any Pg satisfying B{Pg), we can
take Pp and P’ such that B{PE) A K(F) A Q[P"} A
(Pyy P') < (Pa, P).

Then since Myg = (Ph,

el

P') < (Pa, P),

Wx((< x =€ Mypph )@ < x =€ MuglFi]) 2
(<% >€ Myplpm]® < x >€ Myg[p])) A ...A
¥x((< x >€ Mys(ph.)® < x >€ Mys[p]) 2
(< x >€ Mualpe.)® < x >€ Myg[p:])),
and
(
Wx((< x >€ Myslpm]® < x> Myp(m]) O
(< % =€ Muglp]|® < x =€ Mya[s])) A A
W{{< x >€ Myplpe.]® < x >€ Mys(p]) o
(< x >€ Myp[pp,)® < x > Mya[p,]))).

We tale Mg, My and M}, 5 such that they have the
same domain as Myg, and every constant and function
receives the same interpretation in Mg, My and Mg
as in Mg, and the interpretations of predicates of P in
Mg, Mg and My, receive the interpretations of predi-
cates of P, Pg and ' in Myg respectively.
Since Mpg &= B(Pg) & B{PL) A K(P') A ol P
B(P), Mj |- B(P) sad Mg = K(P) A o(P).

J!MH|=

And since

Wx({< x> Mp[m|® < x> Myzlp]) 2

(< x>€ Mp[pl® < x € Mus[m])) A A
V({< X >E My[p|® < x >€ Myglp.]) 2

(< x =€ Ma[pa)® < x =€ Muag[pa]l)h

and

a
Vx((< x >€ Mg[p|@ < x >€ Mygp[m]) D
(<x>€ Mp[p]® < x > Myg[m])) A..A
Wx((< x >€ Mplpa)® < x >€ Myslpa]) D
(< x> M[p.)® < x >€ Migpal))),

h}l’ ﬂllhﬁl{tutiﬂg Mg[pt]{l < i ot ﬂ} for MNBIPH‘-'];
Mp(pi] for Myg(ph], and Miyp(p;] for Mys[p] respec-
tively in the above statement, for Myp and any mod-
els Mp satisfying P(B), there exists a pair of mod-
ols (M, Mlyg), satisfying P(B) aad K{P) A afP) re-
spectively such that (Mg, M) =2 (Mg, Myg) and not
(Mp, Mys) = (Mp, Myg).

It contradicts the fact that Myg = 2 minimal revised
maodel. QELD

Propositien 2. Let B(P), NB(P), K(P) and a{P) be
the same sentences in the definition of minimal belief
revision, I a{P) is consistent with B(F), NB(F) =
B(P) A alP).

FProof:

Let M be any model of B{FP) A a{P). Since B(FP)
K(F), M is a model of K (P) A a(f). Let us consider a
pair of models for B(P) and E(P)Aa(P), (M, M), Itisa
minimally different pair because for any pair of models of
B(P) and K(P)na(P), (M, M"), (M, M) = (M',M"),
that iz there iz no pair of models (A", M") such that
(M, M) = (M, M) and not (M, M) = (M', M").

If M is a model of K(FP) A afP), but not B{F) A
a(P), we can show that it is not & minimal revised
model. Suppose that it is a minimal revised modsl.
Then there is & model of B(F), M’, such that (M, M'}
is a minimally different pair. Since M is not a model of
B(P), M and M’ are not identical. Let M™ be a model
of B(P) A e(P). Then (M" M") 2 (M, M) and not
{M, M) 2 (M, M") because M and M’ are not identi-
cal. It contradicts the fact that (M, M") is & minimally
different pair. Thus, M is nol & minimal revised maodel.

Therefore, a set of all models of B{P)Ac(FP) is equiv-
alent to a set of all minimal revised models, that is, a
s¢t of all models of NB(P). In other words, NB(F) =
B(P) AalP). QED



