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• As LLMs grow popular in both academia and industry, how to effectively evaluate 

the capacity of LLMs becomes an increasingly critical but still challenging issue.

• The existing LLM evaluation methods could be categorized into two groups:

==> NCTIR-18 Automatic Evaluation of LLMs (AEOLLM)

Motivation

manual evaluation

the most effective and reliable, but high cost

automatic evaluation

reduce human involvement, more objective

more 

promising



Methodology

• AEOLLM has two main characteristics: 

1. concentrates on generative tasks   

2. encourages reference-free evaluation methods.



Methodology

• AEOLLM has two main characteristics: 

1. concentrates on generative tasks   

2. encourages reference-free evaluation methods.

multiple-choice-format questions: easy to process, but this format differs from the 

real-world practical questions, which usually don’t have definite answers.

generative tasks: evaluate the capacity of automatic evaluation methods in 

assessing open-ended responses.



Methodology

• AEOLLM has two main characteristics: 

1. concentrates on generative tasks   

2. encourages reference-free evaluation methods.

reference-based metrics (such as Rouge and BLEU):  widely used, but cannot 

accurately reflect the quality of the results. 

the gold reference can be trained rapidly by LLMs and then become useless.



Methodology

• The framework of our methodology:



Methodology

• First, we choose four subtasks as shown in the table below: 

Task Description

Summary Generation (SG) write a summary for the 

specified text

Non-Factoid QA (NFQA) construct long-form 

answers to open-ended 

non factoid questions

Text Expansion (TE) generate stories related 

to the given theme

Dialogue Generation (DG) generate human-like 

responses to daily topics



Methodology

• Second we choose a series of popular 

LLMs to generate answers: 



Methodology

• Third we manually annotate the answer sets for each question, which will be used 
as gold standards for evaluating the performance of different evaluation methods.



Methodology

• Last, we will collect evaluation results from participants and calculate consistency 
with manually annotated results. We will use Spearman correlation coefficient
(S) and Kendall’s tau (τ ) as the evaluation metrics.



Dataset & Resources

• Summary Generation (SG): Xsum (https://huggingface.co/datasets/EdinburghNLP/xsum)

• A real-world single-document news summary dataset collected from online articles by the British Broadcasting Corporation (BBC) 

and contains over 220 thousand news documents.

• Non-Factoid QA (NFQA): NF_CATS (https://github.com/Lurunchik/NF-CATS)

• A dataset contains examples of 12k natural questions divided into eight categories and doesn’t have gold reference.

• Text Expansion (TE):  WritingPrompts (https://huggingface.co/datasets/euclaise/writingprompts)

• A large dataset of 300K human-written stories paired with writing prompts from an online forum.

• Dialogue Generation (DG): DailyDialog (https://huggingface.co/datasets/daily_dialog)

• A high-quality dataset of 13k multi-turn dialogues. The language is human-written and less noisy.

https://huggingface.co/datasets/EdinburghNLP/xsum
https://github.com/Lurunchik/NF-CATS
https://huggingface.co/datasets/euclaise/writingprompts
https://huggingface.co/datasets/daily_dialog
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⚐ March 2024: Kickoff Event

⚐ May 2024: Dataset release*

⚐ Jun-Dec 2024: Dry run*

⚐ Sep 2024-Feb 2025: Formal run*

⚐ Feb 1, 2025: Evaluation results return

⚐ Feb 1, 2025: Task overview release (draft)

⚐ Mar 1, 2025: Submission due of participant papers (draft)

⚐ May 1, 2025: Camera-ready participant paper due

⚐ Jun 10-13 2025: NTCIR-18 Conference

⚐ (* indicates that the schedule can be different for different tasks)

Schedule
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