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Abstract

In this paper, we propose a CLIR method which em-
ploys a Web directory provided in multiple language
versions (such as Yahoo!). In the proposed method,
feature terms are first extracted from Web documents
for each category in the source and the target lan-
guages. determined beforehand by comparing simi-
larities between categories across languages. In ad-
vance, category matching is conducted in order to cat-
egory pairs between categories across languages. Us-
ing these category pairs, we intend to resolve ambigu-
ities of simple dictionary translation by narrowing the
categories to be retrieved in the target language.

At NTCIR-4, we participated in the Japanese-
English cross-language track. We submitted TITLE
run and DESCRIPTION run. From the analysis of
the experimental results, we found that the translation
failure of proper nouns causes serious influence for re-
trieval results.

Keywords: Japanese-English Cross-Language In-
formation Retrieval, query translation, Web directory.

1 Introduction

Approaches to CLIR can be classified into three cat-
egories; document translation, query translation, and
the use of inter-lingual representation. The approach
based on translation of target documents has the ad-
vantage of utilizing existing machine translation sys-

tems, in which more content information can be used
for disambiguation. Thus, in general, it achieves bet-
ter retrieval effectiveness than those based on query
translation[8]. However, since it is impractical to
translate a huge document collection beforehand and
it is difficult to extend this method to new languages,
this approach is not suitable for multilingual, large-
scale, and frequently-updated collection of the Web.
The second approach transfers both documents and
queries into an inter-lingual representation, such as
bilingual thesaurus classes or a language-independent
vector space. The latter approach requires a training
phase using a bilingual (parallel or comparable) cor-
pus as a training data.

The major problem in the approach based on the
translation and disambiguation of queries is that the
queries submitted from ordinary users of Web search
engines tend to be very short (approximately two
words on average[3]) and usually consist of just an
enumeration of keywords (i.e. no context). How-
ever, this approach has an advantage that the trans-
lated queries can simply be fed into existing mono-
lingual search engines. In this approach, a source lan-
guage query is first translated into target language us-
ing a bilingual dictionary, and translated query is dis-
ambiguated. Our method falls into this category.

It is pointed out that corpus-based disambiguation
methods are heavily affected by the difference in do-
main between query and corpus. Hull[2] suggests
that the difference between query and corpus may
cause bad influence on retrieval effectiveness in the
methods that use parallel or comparable corpora. Lin
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et al.[6] conducted comparative experiments among
three monolingual corpora that have different domains
and sizes, and has concluded that large-scale and
domain-consistent corpus is needed for obtaining use-
ful co-occurrence data.

On the Web retrieval, which is the target of our re-
search, the system has to cope with queries in many
different kinds of topics. However, it is impractical to
prepare corpora that cover any possible domains. In
our previous paper[4, 5], we proposed a CLIR method
which uses documents in a Web directory that has
query language and target language versions (such as
Yahoo!), instead of using existing corpora, in order to
improve the retrieval effectiveness.

At NTCIR-4, we participated in the Japanese-
English cross-language track. We submitted TITLE
run and DESCRIPTION run.

2 Proposed System

Figure 1 illustrates the outline of the proposed sys-
tem. Our system uses two language versions of a Web
directory. One version is the query language, the oth-
ers is the target languages to be retrieved . From these
language versions, category correspondences between
languages are estimated in advance. The proposed sys-
tem has two phases of processing, preprocessing and
retrieval processing.
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Figure 1. Outline of proposed system.

The preprocessing consists of the following four
steps: 1) term extraction from Web documents in each
category, 2) feature term extraction, 3) translation of
feature terms, and 4) estimation of category correspon-
dences between different languages. Figure 2 illus-
trates the flow of the preprocessing. This example

shows a case that categorya in query language cor-
responds to a category in target language. First, the
system extracts terms from Web documents which be-
long to categorya (1)(a). Secondly, the system calcu-
lates the weights of the extracted terms. Then higher-
weighted terms are extracted as the feature term set
fa of categorya (1)(b). Thirdly, the system trans-
lates the feature term setfa into target language (1)(c).
Lastly, the system estimates the corresponding cate-
gory of categorya from target language (2). These
category pairs are used on retrieval.

At the retrieval phase, the system executes follow-
ing procedures. First, the system estimates appropriate
category for the query in the query language. Next, the
system selects the corresponding category in the target
language using the pre-estimated category pairs. Fi-
nally, the system retrieves the target document set.
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Figure 2. Preprocessing.

2.1 Preprocessing

2.1.1 Feature Term Extraction

The feature of each category is represented by its
feature term set. Feature term set is a set of terms that
seem to distinguish the category. The feature term set
of each category is extracted in the following steps:
First, the system extracts terms from Web documents
that belong to a given category. Second, the system
calculates the weights of the extracted terms. Lastly,



topn ranked terms are extracted as the feature term set
of the category.

Weights of feature terms are calculated by TF·ICF
(term frequency· inverse category frequency). TF·ICF
is a variation of TF·IDF (term frequency· inverse doc-
ument frequency). Instead of using a document as the
unit, TF·ICF calculates weights by category.

2.1.2 Category Matching

In the proposed system, category matching between
languages needs to be done in advance in order to re-
trieve. Arbitrary methods may be employed for cat-
egory matching. For example, matching categories
can be estimated by comparing the feature term sets of
each category. Otherwise, categories can be matched
manually if the number of categories to be matched is
relatively small. In our experiments at NTCIR-4, we
manually matched the 13 categories at the top levels
of Japanese and English versions of Yahoo.

2.2 Retrieval Processing

2.2.1 Retrieval

Figure 3 illustrates the processing flow of a retrieval.
When the user submits a query, the following four
steps are processed.

First, the system calculates the relevance between
the query and each category in the query language (1),
and determines the relevant category of the query in
the query language (2). The relevance between the
query and each category is calculated by the inner
product between query terms and the feature term set
of the target category.

Second, the corresponding category in the target
language is selected by using category correspon-
dences between languages (3). Third, the query is
translated into the target language by using a dictio-
nary and disambiguate translations using the feature
term set of the corresponding category (4). Finally, the
system retrieves documents in the retrieval document
set (5).

2.2.2 Query Term Translation

In order to translate query terms, the system executes
the following procedures. Figure 4 illustlates these
procedures. First, for each feature term, the system
looks up the term in a bilingual dictionary and extracts
all translation candidates for the feature term. Next,
the system checks whether each translation candidate
exists in the feature term set of the corresponding cate-
gory mentioned in 2.1.2. Lastly, the highest-weighted
translation candidate in the feature term set of the tar-
get category is selected as the translation of the feature
term.
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Figure 3. Processing on Retrieval.

If no translation candidate for a feature term exists
in the feature term set of the target category, that term
is ignored in the comparison. However, there are some
cases that the source language term itself is useful as
a feature term in the target language. For example,
some English terms (mostly abbreviations) are com-
monly used in documents written in other languages
(e.g. “WWW”, “HTM”, etc.). Therefore, in case that
no translation candidate for a feature term exists in the
feature term set of the target category, the feature term
itself is checked whether it exists in the feature term
set of the target category. If it exists, the feature term
itself is treated as the translation of the feature term in
the target category.

As an example, we consider that an English term
“system” is translated into Japanese for the cate-
gory “コンピュータとインターネット >ソフトウェ
ア >セキュリティ (Computers and Internet>Soft-
ware >Security)” (hereafter called “セキュリティ”
for short). The English term “system” has the fol-
lowing translation candidates in a dictionary; “宇宙
(universe/space)”，“方法 (method)”，“組織 (organi-
zation)”，“器官 (organ)”，“システム (system)”，etc.
We check each of these translation candidates in the
feature term set of the category “セキュリティ.” Then
the highest-weighted term of these translation candi-
dates in the category “セキュリティ” is determined as
the translation of the English term “system” in this cat-
egory. If no translation candidate exists in the feature
term set of the category “セキュリティ,” the English
term “system” itself is treated as the translation.

3 Experiments

We have conducted experiments of the proposed
method at the Japanese-English cross-language track
of NTCIR-4. We use TITLE field and DESCRIPTION
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Figure 4. Query term translation.

field in the Japanese query set.

3.1 System description

We used English and Japanese versions of Yahoo!
as corpora for disambiguation. The English subset
consists of 84,835 categories and 800,000 documents
except for the category “Regional.” The Japanese sub-
set consists of 3,175 and 34,443 documents except for
the category “地域情報 (Regional).” The reason we
exclude these two categories is that documents in these
categories are unsuitable for Japanese-English trans-
lation because these documents are written about re-
gions all over the world. In these experiments, we
merged all sub-categories two levels below the top
page of each version into 13 categories linked from
the top page.

On the extraction of terms from English Web doc-
uments, we exchanged conjugations the original form,
and eliminated stop words. We used the stop word list
in chapter 7 of “Information Retrieval: Data Structures
and Algorithms”[1]. On the extraction from Japanese
Web documents, we used “ChaSen”[7]1 morphologi-
cal analyzer. We extracted noun, verb, and adjective
from documents.

On the calculation of the weights of feature terms,
we calculated used the revised version of TF·ICF men-
tioned in Section 2.1.1. In the normal TF·ICF, the
number of terms appearing is counted after category
merging. On the other hand, in the revised version, it is
counted before category merging. The revised TF·ICF
is calculated as follows:

tf · icfrev(ti, c) =
f(ti)
Nc

· log
Nb

nbi

+ 1

wherenbi
is the number of categories that contain the

termti before category merging，andNb is the num-
1http://chasen.aist-nara.ac.jp/

Table 1. Average precision and R-
precision of each run.

Ave.precision R-precision
(relax) (relax)

TITLE 0.0255 0.0531
DESC 0.0063 0.0199

TITLE-revise 0.0289 0.0594
DESC-revise 0.0100 0.0288
TITLE-proper 0.0559 0.0979
DESC-proper 0.0204 0.0431

ber of all categories in the directory before category
merging.

In this experiment, we fixed the number of fea-
ture term in each category to 10,000 terms. Category
matching is done manually as mentioned in Section
2.1.2.

At formulating the queries, we used “ChaSen” for
extract query terms from TITLE and DESCRIPTION
fields. At the term translation, we used “EDR Elec-
tronic Dictionary: Jpn.-Eng. Bilingual Dictionary.”2

At retrieval, we used “SMART”3 retrieval system.

3.2 Evaluation and discussion

Table 1 shows the result of our experiments. “TI-
TLE” and “DESC” are our submitted runs. Other 4
runs are additional runs. The result of the submitted
runs is not satisfactory. We analyze failure as follows:

1. Proper nouns in the queries were not translated.

2. Xinhua News Service mistakenly excluded from
the test collections used in the experiments.

3. Term extraction from queries was insufficient.

Proper nouns are usually essential terms for re-
trieval, and the failure to translate proper nouns might
cause heavy decrease in retrieval effectiveness. How-
ever, in our submitted runs, we failed to deal with
terms including capital letters, which is usually the
case for proper nouns. Therefore, we conducted ad-
ditional runs which solve this problem. The results of
these additional runs are shown at ”TITLE-revise” and
”DESC-revise” rows in Table 1. In these runs, some
of the proper nouns which were not translated in the
submitted runs were translated, thus the average preci-
sions and R-precisions are improved in each run.

Another cause is failure of translation by bilin-
gual dictionary. In general, most of proper nouns,
for example person’s name or place-name and so on,

2http://www.jsa.co.jp/EDR/
3ftp://ftp.cs.cornell.edu/pub/smart/



Table 2. Average precision and R-
precision of each run whithout Xinhua
News Service document set.

Ave.precision R-precision
(relax) (relax)

TITLE-revise 0.0535 0.0830
DESC-revise 0.0213 0.0357
TITLE-proper 0.0932 0.1292
DESC-proper 0.0402 0.0531

are not contained in bilingual dictionary. Therefore,
our method using bilingual dictionary cannot translate
such proper nouns. In order to clarify the effect of this
failure, we also experimented in the case of translat-
ing proper nouns manually. The results are shown at
“TITLE-proper” and “DESC-proper” in rows in Table
1. In terms of average precision, “TITLE-proper” is
improved 3.04 point, and “DESC-proper” is improved
1.04 point as compared with submitted runs. These
results show that the translation of proper nouns has
much influence for retrieval.

The English test collection for NTCIR-4 CLIR task
consists of 5 document sets. However, we failed to
obtain Xinhua News Service document set. Conse-
quently, our method cannot retrieve any relevant doc-
uments contained in Xinhua News Service document
set, although these documents are contained in rel-
evant document list. Therefore, the retrieval effec-
tiveness, especially recall factor, is indisputably de-
creased by this mistake. Table 2 shows evaluation
result in the case of evaluation by relevant document
list without Xinhua News Service document set. In
terms of average precision, “TITLE-proper” without
Xinhua News Service document set is improved 3.73
point, and “DESC-proper” without Xinhua News Ser-
vice document set is improved 1.98 point than the case
with Xinhua News Service document set.

When formulating a query, insufficient term extrac-
tion from topics is serious factor of decline in aver-
age precision and R-precision. One of the failures
in term extraction from topics is term segmentation.
Our method extracted terms from topics by “ChaSen”,
then some terms were separated although the term is
one term. For example, person’s name “フローレンス
(Florence)” is separated into three terms ;”フロー”, “
レン” and “ス.” Most of these terms cannot be trans-
lated. Besides, it is the factor of decline in retrieval
effectiveness that our method did not deal with com-
pound terms. This factor causes mistranslation. For
example, Japanese term “電子商取引 (e-commerce)”
is separated into two terms, “電子 (electron)” and “商
取引 (commercial transaction).” Then, our method did
not acquire translated term “e-commerce.”

3.3 Conclusions

We proposed a method using a Web directory for
CLIR. The proposed method is independent of a par-
ticular domain because it uses documents in a Web di-
rectory as the corpus. Our method is particularly ef-
fective for the case that the document collection cov-
ers wide range of domains such as the Web. Besides,
our method does not require expensive linguistic re-
sources except for a dictionary. Therefore, our method
can easily be extended to other languages as long as
the language versions of a Web directory exist and the
dictionary can be obtained.

This paper described our submitted runs and ad-
ditional runs at NTCIR-4 Japanese-English cross-
language track. Though the results of evaluation were
insufficient, we find some problems for our method.
Our future work is to solve these problems; translate
proper nouns and extract query terms.
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