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Abstract

The system we presented for the subtask1 and sub-
task2 in QAC2 is based on our previous one [12],
which utilized a greedy answer seeking model using
paraphrasing. We incorporate a re-ranking model
for matching questions and passages into the previ-
ous system. In the model, we integrated a proximity-
based scoring function with the structural-based scor-
ing function. Unfortunately, the result of evaluation
shows that our proposed model did not work well.
Based on error analysis, we conclude that structural
matching-based approaches to answer seeking require
technologies for large-scale acquisition of paraphrase
patterns. We are now investigating a variation of para-
phrasing which is expected to be helpful for question
answering.
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1 Introduction

An important issue in question answering is how to
match an input question with a document or a passage
that includes an answer candidate (hereafter referred to
as passage). Languages have redundancies, so that the
same piece of information can often be linguistically
realized in more than one expression. The redundan-
cies make it hard to match questions and passages.

Paraphrasing is one approach to resolve this prob-
lem. If we have enough knowledge for paraphrasing to
cover the redundancies, identification can be a simple
task. Here is an example.

(1) Q. Who invented dynamite?

P. Alfred Nobel, the inventor of dynamite, was
also a great industrialist.

In (1) , Q is a question and P is a matching passage.
This question and passage cannot be matched exactly
in their original form. If these expressions can be para-
phrased as in (2) , they can be identified exactly.

(2) Q’. X(NE:PERSON) invented dynamite.

P’. Alfred Nobel invented dynamite. He was also
a great industrialist.

In the previous work, we proposed a greedy answer
seeking model using paraphrasing [12]. The current
system is based on this algorithm. The system also in-
corporates a re-ranking model for matching a question
and a passage.

In QAC2 [5] we participated in subtask1 and sub-
task2. We describe an overview of the system, the re-
sults and discussion in following sections.

2 System Overview

An overview of the system is shown in Figure 1. In
the current system, the overall question answering pro-
cess has three steps: 1) question analysis, 2) passage
retrieval and 3) answer selection. We describe prepro-
cessing first and then the above three steps.

2.1 Preprocessing

Questions in QAC2 are factoid questions. The re-
quired answers are short answers consisting of a noun
or noun phrase. The answers are basically represented
as named entities (hereafter NE) in source texts. Fur-
thermore, keywords in a question are NE in most
cases. Hence, NE tagging plays a very important role
in finding an answer. We utilized an NE tagger Bar [1]
to annotate the documents with NE tags. Bar can an-
notate the eight types of NE tags defined in IREX [7].
The tagging F-measure is about 87% for newspaper
text.

Our question answering system paraphrases both
questions and passages using a lexico-structural para-
phrase engine KURA [11]. Since KURA requires the
dependency structure of a sentence as its input, input
questions and passages have to be parsed and trans-
lated into their dependency structures. For sentence
parsing, we use CaboCha [10]. We use dependency
structures, with bunsetsu-phrasal units as the nodes, to
represent parsed questions and passages.

All of the sentences in the corpus which are used
for the QAC2 task were parsed into the dependency
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Figure 1. System overview

structures and tagged with NE tags before the formal
run to conduct entire process in practical time.

2.2 Question analysis

The system first analyzes an input question. In
our system, an input question is first paraphrased into
a regularized expression for the purpose of question
analysis. The regularized expression contains a vari-
able word which is to be matched with the answer.
The knowledge for question analysis is implemented
as paraphrasing patterns. We implemented about 100
paraphrasing patterns for the current system. The fol-
lowing is an example of paraphrasing for question
analysis.

(3) S. “クローン羊のドリーが誕生したのはいつ
ですか。“
(When was the cloned sheep Dolly born?)

T. “クローン羊のドリーは X(NE:DATE) 誕生
した。”
(The cloned sheep Dolly was born on
X(NE:DATE))

S is the original question and T is the paraphrased
question. These paraphrasing are generated by para-
phrasing patterns as in (4)

(4) a. いつ� X(NE:DATE)
(when� X(NE:DATE))

b. VP す る の は X(NE:DATE) だ �

X(NE:DATE) VPする
(the day VP is X(NE:DATE) � VP on
X(NE:DATE))

2.3 Passage retrieval

For passage retrieval, the system first submits the
set of keywords contained in a given question to the IR
tool [14] to retrieve the 20-best documents. The sys-
tem then summarizes the 20 retrieved documents, and
produces a set of passages. The passage is a sequence
of sentences which is selected according to the factors
that take into account question keywords, the answer
type, NE tags and their proximity. In the current sys-
tem, the length of passages is limited by five sentences.
The system also calculates the score of each passage
to rank them, and the 10-best passages are used for the
answer selection module.

2.4 Answer selection

2.4.1 Matching

The roles of matching a question and a passage are 1)
to give a score to every word in a passage and 2) to cal-
culate the similarity between the question and passage.
1) is necessary for selection of answer candidates, and
2) is necessary for greedy answer seeking and ranking
of answer candidates. For subtask2 in QAC2 the sim-
ilarity is especially important. In subtask2, the system
must extract only one set of answers from the docu-
ments. The current system depends completely on the
similarity measure to detect the relevance threshold.

Our previous system used only structural matching
based on the Tree Kernel [2] for matching a question
with a passage. However the structural matching is
too strict for matching questions and passages because
of variation in natural language expression. We there-
fore extended the matching in two directions. First,
we integrated a proximity-based scoring function with



the structural-based scoring function. The system first
calculates similarity using a proximity-based scoring
function. The function gives score to every word in
a passage according to the factors that take into ac-
count question keywords, the answer type, NE tags
and their proximity. The score is then multiplied by
the structural similarity score (0～1) calculated by a
structural-based scoring function. In other words, our
system verifies and re-ranks answer candidates using
structural information. Second, we made the structural
matching looser. Generally, it seems to be rare that a
structure of a question sentence matches with that of
passages. The current system produces a bag of bi-
gram. This can be thought of as a loose approximation
of strict structural matching.

The system returns top five answer candidates for
subtask1, answer candidates which have higher score
than a threshold for subtask2. The parameters for the
matching and the threshold were tuned manually using
the QAC1 data [4].

2.4.2 Greedy answer seeking using paraphrasing

We previously proposed an answer seeking algorithm
for question answering that integrates matching and
paraphrasing [12]. In this method, paraphrasing is re-
sponsible for making matching more exact. Match-
ing and paraphrasing are repeated until the improve-
ment in the matching score levels off. The best match-
ing pair and the corresponding answer candidate string
are then returned. In Figure 1, the system generates
a paraphrase space between � and � to seek better
matches. Here the paraphrase space is a search space
consisting of paraphrases generated from questions
and passages. Since it can be intractably large, we re-
strict the paraphrase generation in a greedy search-like
manner.

The current system also utilizes this algorithm.
Knowledge for paraphrasing is basically the same as
in our previous system.

3 Results

The results are shown in Table 1 for subtask1 and
Table 2 for subtask2. We conducted experiments on
four types of model which are combinations of two
sets of alternatives, with (�) or without (�) re-ranking
and with or without paraphrasing. We compared these
results to analyze the effects of the re-ranking model
and paraphrasing. The values are MRR in Table 1 and
mean F-value in Table 2

Table 1. MRR in subtask1
� re-ranking � re-ranking

� paraphrasing 0.340 0.311
� paraphrasing 0.341 0.310

Table 2. mean F-value in subtask2
� re-ranking � re-ranking

� paraphrasing 0.219 0.185
� paraphrasing 0.220 0.185

4 Discussion

4.1 Effects of re-ranking by structural
matching

As Table 1 and Table 2 show, re-ranking using
structural matching had a negative rather than a pos-
itive effect. The main reason why re-ranking did not
work is scattered keywords. Question keywords of-
ten appear in positions syntactically isolated from the
answer. Furthermore they tended to be scattered be-
yond sentence boundaries. In such cases, structural
matching is ineffective, without deeper analysis of
discourse including coreference resolution. We have
shown previously the importance of coreference reso-
lution in question answering [13]. For 41 % of ques-
tions in QAC1, matching passages contain more than
one coreference which has to be resolved to match
with the question sentence exactly.

Even in cases in which there is no coreference,
structural information did not work in most cases.
We expected that paraphrasing would help structural
matching, however, the size of our current paraphras-
ing knowledge was too small to do so. We discuss the
effects of paraphrasing in the next section.

4.2 Effects of paraphrasing

On comparison between with (�) paraphrasing and
without (�) paraphrasing in Table 1 and Table 2, it be-
comes clear that the effects of paraphrasing are ex-
tremely small.

For 200 questions there were 2000 pairs of question
and passage. The system generated 7829 (3.91 on av-
erage) paraphrases. Of those 7829 paraphrases, 6668
paraphrases were of passages and 1161 paraphrases
were of questions. The paraphrases of questions did
not include paraphrases for regularization of interroga-
tive sentences. This type of paraphrase was conducted
by the question analysis module.

Greedy answer seeking repeated 1.08 times on av-
erage. This does not mean that the similarity between
a question and a passage levels off, but that there are
few paraphrasing knowledge to gain a matching score.
The number of paraphrasing rules which were used to
gain a matching score was 592. In other words the
system generated effective paraphrases 0.296 times on
average for each pair.



5 Related work

Hermjakob et al. [6] and Dumais et al. [3] report
that using paraphrase patterns resulted in considerable
improvements when using the web as an information
source, but did not work effectively when the infor-
mation source was limited to a closed document col-
lection. When resources are limited such as in QAC2,
large scale paraphrasing knowledge is required.

Ittycheriah et al. [8] and Kiyota et al. [9] used syn-
tactic structure information as a score to be appended.
In our approach, however, this information was used
as a penalty. The penalty was too strict, since ques-
tion key words appeared in positions isolated from the
answer in many passages.

6 Conclusion

The characteristics of our question answering sys-
tem are 1) re-ranking model using structural infor-
mation and 2) greedy matching using paraphrasing.
Unfortunately, the result of evaluation shows that re-
ranking model did not work. It can be an approach to
use structural information as a score to be appended,
however, we would like to stick to use of structural
information for verification. The result shows that if
we used structural information to give score to answer
candidates, in many cases it was useless. In such cases
paraphrasing can be a solution. However the result
also shows that knowledge for paraphrasing was still
too small.

We are now investigating a variation of paraphras-
ing which is expected to be helpful for question an-
swering.
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