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& | Euclidean | 1-cos® | Euclidean
& | TF | Normalized TF

0.358 0.307 0.317
0.522 0.398 0.429

Unnormalized TF and Euclidean Distance performed
well significantly
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Complete Link |Group Average |Ward's method
0.358 0.314 0.364
0.522 0.499 0.518
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~—_ The summary resultant with “Ward’s method” performed
better significantly than group average method”.
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Small cluster size performs better,
but not significantly improved
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Position weighting did not work well.
Title weighting effect was not clear.
Term Frequency performed well.
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= ~With queries, coverage improved 0.02  0.03.
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most heavily weighted sentence In each
‘was extracted.
the second/third weighted sentence
] € rh cluster, the sentence-type information
3 : as checked.
: A) The redundancy of sentence-type for the
- most weighted sentence in the same cluster
' was checked.
B) If the sentence type was not redundant,
we extracted it to produce summaries.
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tibn from two different aspects:
raph Clustering Techniques for Topical

ma mn Requirements

: a : re Several Parameters:

~<ai?;',' rd’s Methods, Unnormalized TF, Euclidean Distance
’S‘}ntences ><1 1.5 Cluster Size Performed Best

.,Z.Sentence -type Filtering to Improve the

‘Responsiveness to Questions
e To extract the most important sentence and
~Prospective”’-type sentence from each cluster

Improved responsiveness for several topics
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