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Abstract

This paper described our participation in the NTCIR-10 Cross-lingual
Link Discovery Task of Chinese-to-English(C2E). The task focuses on
making suitable links on terms between Chinese/Japanese/Korean
lingual Wikipedia articles and English Wikipedia articles. In this event,
we proposed a method on Chinese-to-English subtask. The method that
we proposed have two stage. We divides this task into “Anchor
Recognition” and “CrossLink™. The first one, we use conditional random
field in machine learning method to recognize every potential anchors
which could be linking to a article in target language. The second, we try
to find candidate links of these anchors and then doing disambiguous
with them. According to the official result, our system achieved LMAP
score 0.072 when evaluating with Wikipedia ground-truth, and 0.027
with manual assessment.
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Method

The aim of this section is suggesting good links in Chinese documents to

English ones. In this paper, we desigh our system with many

components: Anchor: (1)Process CRF training data, (2)CRF Training,
CrossLink: (3)Translation and (5)Disambigus. Firstly, we use the
document collection, NTCIR provided, as our training set. And next we
would do some pre-processing for these raw data for we using CRF for

marking the right anchor. After that data transformer to the right
format, we use a specific CRF training pattern to train the data. Up to

now, we have a CRF model for marking the good anchors in Chinese

documents. On the other, we have to mapping these anchors to

another language ones(English for this time).
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Conclusion

t, it is found that the performance of C2E is clear;
ame time, it also found that some unsolved problem:s.
anchor recognition, the method we used did not filter
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features to class. Second, since the current Answer
el relies on links of Document Collection which
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