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Task Overview:�

Virgil Pavlu, Matthew Ekstrand-Abueg (Northeastern University, USA) 
Tetsuya Sakai (MSRA, China),  
Makoto P. Kato, Takehiro Yamamoto (Kyoto University, Japan), 
Mayu Iwata (Osaka University, Japan) 

Organizers:�

Go beyond the "ten-blue-link" paradigm, and tackle 
information retrieval rather than document retrieval�

Phone: 046-223-3636. Fax: 
046-223-3630. Address: 118-1 
Nurumizu, Atsugi, 243-8551. Email: 
soumu@shonan-atsugi.jp. Visiting 
hours: general ward Mon-Fri 15-20; 
Sat&Holidays 13-20 / Intensive Care 
Unit (ICU) 11-11:30, 15:30, 19-19:30. 
�

Task: Given a search query, return  
a single textual output (X-string) 

Satisfy the user without search result  
clicks and browses�

Task Structure:�
Queries�Documents �

Participants �
S# scores �Matched positions�

Runs �
iUnits (J) � Vital strings (E) �

Nuggets �

ARTIST�
ACTOR�

POLITICIAN�
ATHLETE �
FACILITY�

GEO �
DEFINITION�

QA�

1CLICK-2 Query Types�

“michael jackson death” 
“sylvester stallone” 
“robert kennedy cuba” 
“ichiro suzuki” 
“atlanta airport” 
“kyoto hot springs” 
“parkinsons disease” 
“why is the sky blue?” 

•  Ichiro is a professional baseball outfielder who 
is currently with the New York Yankees 

•  Ichiro Ozawa is a politician 

Automatically Extracted Nugget�

Phone: 046-223-3636. Fax: 046-223-3630. 
Address: 118-1 Nurumizu, Atsugi, 243-8551. 
Email: soumu@shonan-atsugi.jp. 	

•  Phone number: 046-223-3636 
•  Fax number: 046-223-3630 
•  Address: 118-1 Nurumizu, Atsugi 

Nuggets 

X-string �

Runs are evaluated by identifying 
nuggets in the X-string�

Systems are required to present important information first 
and minimize the text the user has to read 

Evaluation Results:�

(a) � (b) � (c) �
Evaluation metrics used in 1CLICK-2 
say (a) < (b) and (c) < (b) 

Document Pool �
Semi-automatic Nugget Extraction �

Select documents 
from which nuggets 
are extracted� Extract nuggets and 

rank them�

Automatic matching 

Manual matching 

Semi-automatic Nugget Matching �

Evaluation Metrics �

X-string�

iUnit� iUnit�

iUnit� iUnit�

S-measure�

S = 1
Z

w(i)d(i)
i∈M
∑

d(i) =max(0,L −offset(i))
discounts the iUnit (or VS)  
weight based on its offset�

w: weight, Z: normalization factor 

X-string�

iUnit� iUnit�

iUnit� iUnit�

T-measure�

T = % of matched text  �

S#-measure 
The harmonic mean of S 
and T (official evaluation 

metric in 1CLICK-2)�
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(a) Desktop summaries.
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(b) Mobile summaries.

Figure 5: English Subtask: S! score averaged across ALL queries, broken down by summary type.

to read text while looking for certain facts, such as people
previously employed as analysts.

• Missing proper matches. Besides fatigue and interest in the
topic, a good reason for missing a match is that the match is
not complete, so the assessor has to make an internal determi-
nation on whether the text in the summary is “close enough”
to match the iUnit. Other reasons include words that match
in a secondary meaning (unfamiliar to the assessor), or un-
familiarity with certain English constructs (some of our as-
sessor were not native English speakers). As a solution, bet-
ter/previously trained assessors would do a better job.

• The task was harder than traditional document relevance
judgment. Not surprisingly, the assessor effort (extrac-
tion and matching) was significantly harder than expressing
graded opinion on documents, and in some cases random de-
cisions were made in lack of better options. A possible rem-
edy is to have multiple assessors perform the extraction and
the matching, and to look for consensus through debate when
in disagreement.

6.3 Official Results of Japanese Subtasks
Table 10 shows the official mean S!, S, T -measure, and

weighted recall performances over 100 Japanese queries for the
submitted runs except MANUAL runs. The column I indicates that
the score was computed based on the intersection between sets of
iUnit matches by two assessors, while U indicates that the score
was computed based on the union between sets of iUnit matches
by two assessors. The offset of iUnit matches is defined as the
minimum offset of iUnit matches by two assessors in both of the
cases. The runs are ranked by the mean S!-measure with I. Figure
9 visualizes the official mean S!-measure performances (L = 500)
shown in Table 10.
Table 11 shows the official mean S!-measure performances per

query type, and Figures 10 and 11 visualize the performances
shown in the table.
It can be observed that the three “ORG” runs are the overall top

performers in Table 10. These are actually simple baseline runs
submitted by the organizers’ team: ORG-J-D-MAND-1 is a DESK-
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Figure 9: Japanese Subtask: Mean S!-measure performances
over 100 queries (L = 500). The x axis represents runs sorted
by Mean S! with the intersection iUnit match data.

TOP mandatory run that outputs a concatenation of search engine
snippets from the baseline search results; ORG-J-D-MAND-2 is
a DESKTOP mandatory run that outputs the first sentences of a
top-ranked Wikipedia article found in the baseline search results;
ORG-J-D-ORCL-3 is similar to ORGs-J-D-MAND-1 but uses the
sources of iUnits instead of the search results (an oracle run). These
three runs significantly outperform the other runs, and are signifi-
cantly indistinguishable from one another: Table 12 shows p-values
two-sided randomized Tukey’s HSD in terms of S!-measure perfor-
mances over 100 Japanese queries (L = 500).
Moreover, Table 11 shows that these baseline runs outperform all

participating runs with the four celebrity query types (i.e. ARTIST,
ACTOR, POLITICIAN, and ATHLETE) as well as DEFINITION,
while they are not as effective for FACILITY, GEO and QA.
Table 13 shows mean S!, S, T -measure, and weighted recall per-

formances over the 73 queries for all runs including the MANUAL
ones. Figure 12 shows the mean S!-measure (L = 500) shown in
the table. Recall that MANUAL runs generated X-strings only for
those 73 queries. Table 14 and its graphs drawn in Figures 13 and
14 show the per-query performances over the 73 queries. It can be
observed that three of the four MANUAL runs far outperform the
submitted automatic runs. These three runs are statistically signifi-
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Figure 4: Comparison between MANUAL and submitted runs
in terms of mean S!-measure (L = 500) over 73 queries. The
x axis represents runs sorted by Mean S! with the intersection
iUnit match data.

Figure 4 shows the mean S!-measure (L = 500) over the 73
queries for all runs including the MANUAL ones. It can be ob-
served that three of the four MANUAL runs far outperform the
submitted automatic runs: these three runs are statistically signifi-
cantly better than the other runs, and are statistically indistinguish-
able from one another. These results suggest that there are a lot of
challenges for advancing the state-of-the-art of 1CLICK systems:
a highly effective 1CLICK system needs to (a) find the right docu-
ments; (b) extract the right pieces from information from the doc-
uments; and (c) synthesise the extracted information to form an
understandable text. It should also be noted that S! does not di-
rectly take into account the readability of text: in fact, all of the
runs were evaluated also in terms of readability (how easy it is for
the user to read and understand the text), and the MANUAL runs
outperformed the submitted runs in terms of this criterion as well.

In summary, the comparison with the MANUAL runs shows that
our task setting is challenging, and that there is a lot of room for
improvement for the automatic 1CLICK systems. We hope that the
future rounds of the 1CLICK task will help close the performance
gap.

3.3 Robustness of Evaluation Metrics
Evaluating 1CLICK systems requires much manpower: for the

1CLICK-2 task, the organisers manually extracted over 6,000 iU-
nits for the 100 queries in advance, and further added some new
iUnits based on assessors’ feedback. In this section we address the
following questions: Do we need to try to find iUnits for a query
exhaustively? What happens to the system ranking if the sets of iU-
nits were substantially incomplete? To this end, we follow a prac-
tice from document retrieval evaluation for examining the effect of
incomplete relevance assessments (e.g. [4]): we randomly down-
sample from the official sets of iUnits and examine the changes in
the system ranking in terms of Kendall’s tau rank correlation.

Figure 5 shows the effect of downsampling the iUnits on the sys-
tem ranking for three of our evaluation metrics. It can be observed,
for example, that even if we only have 50% samples of the offi-
cial iUnit sets, the Kendall’s tau between the original system rank-
ing and the new ranking is around 0.90 (about seven pairs of runs
swapped) or higher for both S! and weighted recall. Even with 10%
samples, the tau is above 0.80. These results suggest that our eval-
uation framework is fairly robust to the incompleteness of iUnits.

Since even randomly downsampled iUnits yield relatively reli-
able evaluation results, exploring (semi)automatic approaches to
iUnit extraction seems worthwhile. As we have mentioned earlier,
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Figure 5: Reduction rate (x axis) vs. Kendall’s rank correlation
to the ranking based on a full iUnit set (y axis).

we are actually investigating how iUnit extraction and matching
can be semi-automated.

4. FUTURE DIRECTIONS
One Click Access is an ambitious task that aims to satisfy the

user immediately after he clicks the search button. Our analyses
with the official NTCIR-10 1CLICK-2 results showed that: (1)
Simple baseline methods that leverage search engine snippets or
Wikipedia are effective for “lookup” type queries but not necessar-
ily for other query types; (2) There is still a substantial gap between
manual and automatic runs; and (3) Our evaluation metrics are rel-
atively robust to the incompleteness of iUnits.

Our future work includes (a) Investigating the effect of removing
the “additional” iUnits (ones that were added after the run submis-
sions) and of “dependent” iUnits (those that are entailed by other
iUnits); (b) Semi-automating the iUnit extraction and matching
processes while ensuring their reliability; (c) User studies for in-
vestigating how our effectiveness metrics correlate with subjective
assessments; and (d) Evaluation with more realistic mobile infor-
mation needs that go beyond simple lookup (e.g. synthesising in-
formation from multiple sources).
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Query Classification Subtask Result �Results of English Runs � Results of Japanese Runs�

Baselines show good performance for celebrity query types and DEFINITION, 
while KUIDL and TTOKU performed well for FACILITY and QA, respectively�
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1 Japanese �

0.85+ accuracy achieved (by NUTKS&KUIDL) 
•  DIFFICULT: DEFINITION type 
•  EASY: CELEBRITY types (ARTIST, ACTOR, etc.) �


