Machine Translation System: TSUKU
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Results Conclusion
Systems / Auto Evaluation Scores BLEU NIST RIBES e This tree-tg-string translation model could
TSUKU-ej-int-1 (Proposed Model + Small LM with KenLM) 0.3141 8.126 0.7555 achieve higher translation accu racy when
TSUKU-ej-int-2 (Proposed Model + Large LM with LSHLM) 0.319 8.1894 0.7565 handling Iong input sentences
TSUKU-ej-int-3 (Proposed Model + Large LM with KenLM) 0.3176 8.1769 0.7566 ° H|gh deCOding Speed
TSUKU-ej-int-1post ( + Word Penalty ) 0.3306 8.0849 0.7242 o Prgducing about 1/5 translation rules
BASELINE HPBMT 0.3298 8.0837 0.7231 compa ring with Moses HPB
BASELINE PBMT 0.3361 8.1816 0.7042
Systems / Subjective Evaluation Scores Adequacy Acceptability LSH language model (LSHLM) is a kind of lossy language model which has a high

compression ratio and a low probability of information loss triggered by
falsepositives. We used the LSH function to generate a group of similar
ngrams(called a “bucket”). The LSH function can map similar ngrams to the same
BASELINE PBMT 7 5333 ] hash value. When a falsepositive occurs, similar ngrams are in same bucket and,
therefore, incorrect value should be similar to correct one.

TSUKU-ej-int-1 2.7933 0.4088

BASELINE HPBMT 2.69

" Result of proposed model
Translation Example prop
Ihhs . FF 2 (& . #k 95
INPUT: specifically , the ff amount is calculated at every second calculation timing 5 12 B Bst 2 o) FEW E 2 BED
based on an average value of fuel injection amounts, as will be described later . LN T &E 2 SBE A5 | T
=S HH -
ST —> [X0] . Translation for each node Hi L Tz
|-—specifically , [NP] > ¥ 4hH5B . [XO0]
|-——the ff amount [VP] -> FF = [X0] Result of Moses HPB
|——is [NP] => I& . [X0]
|-—calculated at [NP] -> [X0] T BEH L 7- = H o[- = ke
|-——every second calculation timing [VP] => [X1] 5 2 D &E& 24329 & WM:I_,_'E’! I ‘ji N F/E Z;: % 2
|-——based on [NP] -> [X0] [Z EDLY T D EE 42T & IC E‘—Hﬂ Fa
|-—an average value of [NP] -> [X0] @ ¥ {E& h - .ka*_l_ HEETJ- 2 0O ﬂE -
|-—fuel injection amounts —-> ¥l E&H = o T e -
|——as will [NP] => [X0] &5 I= EDOLVT . BB 956 &5 [T &
|--be described later —> #&t 95 n T LS
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