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ABSTRACT
In this paper, we propose a labeled-alignment-based RTE
method to approach the simplified Chinese textual entail-
ment track in the NTCIR-10 RITE-2 task. The labeled
alignment, compared with the normal alignment, employs
negative links to explicitly mark the contradictory expres-
sions between the two sentences to justify the non-entailment
pairs. Therefore, the corresponding alignment-based RTE
method can gain accuracy improvement through actively
detecting the signals of non-entailment. The performance
of the proposed method in the formal run achieves Macro-
F1’s of 73.84%, 56.82%, and Worse Ranking (R) of 8.00% for
the simplified Chinese subtasks of Binary Class (BC), Multi-
Class (MC) and RITE for Question Answering (RITE4QA),
respectively.
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1. INTRODUCTION
The bcNLP team from the Center for Brain-like Com-

puting and Machine Intelligence, Shanghai Jiao Tong Uni-
versity, participated in the Binary Class (BC), Multi-Class
(MC) and RITE for Question Answering (RITE4QA) sub-
tasks of the NTCIR-10 Recognizing Inference in TExt (RITE) [11].
This paper describes our method and discusses the official
results.
The principle of the alignment-based RTE methods is that

a sufficiently good alignment between the premise t1 and
the hypothesis t2 means a close lexical and structural corre-
spondence, thus an entailment relation might exist between
them. For example, Fig. (1a) shows that the entailment re-
lation is correctly predicted through recognizing ‘read into’

∗This work was partially supported by the National Nat-
ural Science Foundation of China (Grant No. 60903119,
Grant No. 61170114, and Grant No. 61272248), and
the National Basic Research Program of China (Grant No.
2009CB320901 and Grant No.2013CB329401).

→ ‘interpreted’1 and ‘what he wanted’ → ‘in his own way’.
However, the alignment scheme is mainly developed in

MT, which does not solve the non-alignment samples well.
It usually links the words in t2, which have no counterparts
in t1, to NULL regardless their impacts on the entailment re-
lation. For example, in Fig. (1b), ‘ferry sinking’, ‘cause’ and
‘that’ are all linked to NULL2, while only ‘ferry sinking’ is
the cause for non-entailment. Therefore, such an alignment
is insufficient for RTE.

This paper extends the alignment scheme to meet the chal-
lenge of RTE. The extended scheme, named labeled align-
ment, introduces another type of links, named negative links,
to mark those critical linguistic phenomena that usually
cause non-entailment relations. For example, Fig. (1c) shows
that the previous vital expressions ‘ferry sinking’ is linked
to ‘flood’ through a negative link, noted as ‘ferry sinking’ ̸→
‘flood’.

The rest of this paper is organized as follows. The pro-
posed RTE method is presented in Sec. 2. Then the system
is described in Sec. 3. The official evaluation is presented
and discussed in Sec. 4. Finally Sec. 5 concludes this paper
with a description of future work.

2. METHODS
In this section, the conventional alignment-based RTE

method is introduced first. Then this method is extended
to leverage the labeled alignment to improve the prediction
accuracy.

2.1 RTE Method Based on Normal Alignment
The conventional alignment-based RTE method measures

the quality of the alignment between the premise t1 and the
hypothesis t2 to predict their entailment relation (Fig. 2a).
Its working flow is as follows.

• First, An automated aligner is learned from the anno-
tation of normal alignment links.

• Then this aligner produces an alignment for each input
(t1, t2).

• After that, a feature extractor measures the quality of
the alignment.

• Finally a classifier utilizes these measures as the fea-
tures to predict the entailment relation.

1The notation means that the expression ‘read into’ in t1 is
connected to the expression ‘interpreted’ in t2.
2NULL means an empty expression.
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(a) Alignment on entailment pair (b) Weakness on non-entailment pair (c) Labeled alignment on non-
entailment pair

Figure 1: Illustration of Alignment for RTE. Each subfigure presents an RTE sample. The vertical text is the t1, and the
horizontal text is the hypothesis. The solid squares represent normal links, and the crosses represent negative links. (a) is of
entailment relation, while (b) and (c) are of non-entailment relations.

# Train. # Test. Ratio Posi.
RITE1 407 814 0.649
RITE2 407 781 0.596

Table 2: Experimental Data Sets

The frequently employed quality measurements for align-
ment include the confidence score of the aligner and the
ratio of linked words in t1 (Tab. 1).

2.2 RTE Method Based on Labeled Alignment
The augmented RTE method based on the labeled align-

ment not only measures the quality of the alignment, but
also detects the signals of negative links to improve the pre-
diction accuracy (Fig. 2b). The augmentation is conducted
in two aspects. First, the aligner is trained with both the
normal and the negative links, thus the produced alignment
for each input (t1, t2) contains both positive and negative
links (but two types of links are not distinguished). Second,
the feature extractor not only measures the quality of the
alignment, but also analyzes the type of each link. A wide
range of type-related features can be extracted from each
link of the alignment (Tab. 1). These type-related features
together with the quality-related features are added into a
feature vector for classification.

3. SYSTEM DESCRIPTION
The data sets from the simplified Chinese binary-class

tracks of NTCIR-9 RITE1 and NTCIR-10 RITE2 contains
1,595 sentence pairs in all (Tab. 2). Note that all the train-
ing and test samples of RITE1 are reused as the training
samples of RITE2, while newly collected 781 sentence pairs
are taken as the test samples. We manually annotate the
training set of RITE2 to train the automated aligner.
The supervised learning aligner described in [1] and [9]

is adopted in this paper. This aligner employs a linear
weighted scoring function to evaluate each candidate align-
ment, and a simulated annealing algorithm is employed to
find the best alignment.
The BaseSeg toolkit based on the conditional random field

is employed to segment the Chinese texts [13]. The Stanford
factored parser, which is reported to be more accurate than
the PCFG parsers, is employed to analyze the segmented
Chinese text [4, 5]. The BaseNER toolkit is employed to
recognize named entities [14].

Two Chinese ontologies – CiLin3 [10, 8] and HowNet [3]
– are taken as the knowledge-base for extracting features.
Three methods of computing the semantic similarity pro-
posed in [15, 7, 12] are employed.

The RBF-kernelled SVM is taken as the entailment clas-
sifier. The implementation of LibSVM is employed [2]. The
parameters are tuned through 5-fold cross-validation on the
training set.

The classification framework of the MC subtask is differ-
ent from those of BC and RITE4QA. BC and RITE4QA
are both binary problems, thus a single classifier is suffi-
cient. MC is a multi-class problem, where the flat one-vs-
rest framework is employed.

Three runs are submitted for each subtask of BC, MC and
RITE4QA. These runs on different subtasks all adopt the
same settings as follows. Run01 employs character overlap,
n-gram (n=2,3) overlap as features, and employs an RBF-
kernelled SVM to learn from these features to predict the
entailment relation. Run02 is the conventional alignment-
based RITE method described in Sec. 2.1. Run03 is the pro-
posed labeled-alignment-based method described in Sec. 2.2.

4. EVALUATION AND DISCUSSION
The official evaluation are presented at Tab. 3. The re-

sults show that the proposed RTE method (Run03) are quite
effective on the subtasks of BC and MC. It not only sig-
nificantly outperforms the baseline methods (Run01 and
Run02), but also be competitive among the participants.

However, the performance of all our runs on RITE4QA is
poor. We study the samples of RITE4QA, and notice that
these samples are quite different from those of BC and MC 4.
The t1’s of the RITE4QA samples are usually much longer

3This term means a word forest of synonyms in Chinese.
4We focused on the BC and MC tasks when we were devel-
oping the RTE method. We just tried RITE4QA, and did
not adapt the system due to lack of time
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(b) Proposed Method Based on Labeled Alignment Method

Figure 2: Baseline and Proposed Alignment-based RTE methods

Category Feature

Align. Confidence score of the aligner

Quality Ratio of linked words in t1

Link Type Whether e1 and e2 are in an antonym list a

Whether e1 and e2 are in an synonym list

Whether e1 and e2 are unequal numbers

Whether e1 and e2 are different named entities

Relation of e1 and e2 in an ontology (hyponym, sibling, etc.)

Ontology-based similarities of e1 and e2

Count of common characters

Length of the common prefixes

Length of the common suffix

Tuple bof the syntactic tags c

Tuple of the ancestors in an ontology

Tuple of whether e1 or e2 is in a list of negative expressions

Tuple of whether e1 or e2 is the head of a noun phrase

a Suppose the link is from e1 to e2, where e1 and e2 are the expressions in
the premise t1 and the hypothesis t2, respectively.

b Tuple features are the tuples of the values extracted from e1 and e2, re-
spectively.

c We search for the node corresponding to the expression in the constituent
parse tree. If such a node can not be found, the tag will be NULL.

Table 1: Features Extracted from Alignments for RTE Classification
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Run Macro-F1 on BC Macro-F1 on MC Worse Rank.(R) on RITE4QA

Run01 67.04 39.95 2.67

Run02 66.89 44.88 0.00

Run03 73.84 56.82 8.00

Table 3: Official Evaluation

(a) Fault Alignment on an RITE4QA sample (b) Successful Alignment on the RITE4QA sample

Figure 3: Examples of Alignment for RITE4QA Samples. Each subfigure presents an RTE sample. The vertical text is t1,
and the horizontal text is t2. The solid squares represent normal links, and the crosses represent negative links.

that those of the BC and MC samples. In addition, the t1’s
of the RITE4QA samples usually contains all the words of
the t2’s. However, the current manual alignments on the
BC samples and the trained aligner give high priority on
identical words. For example, Fig. 3a present the alignment
produced our automated aligner on an RITE4QA sample,
which leads to a false positive prediction. Fig. 3a presents
the ideal alignment that we would annotate to train the
aligner.

5. CONCLUSIONS
In this paper, a labeled alignment scheme is proposed to

address the shortage of the normal alignment scheme for
non-entailment RTE samples. The official evaluation indi-
cates that the augmented RTE method achieves high accu-
racy on the BC and MC subtasks, while is not successful on
the RITE4QA subtask.
Our future work is two-fold. First, the application of the

proposed method is not successful on the RITE4QA subtask.
We plan to annotate the data set of the RITE4QA samples
to re-train the automated aligner, with which higher pre-
diction accuracy might be achieved. Second, during the re-
search, though two Chinese ontology resources – CiLin and
HowNet – are employed to detect negative links, it is found
that quite a few critical semantic relations have not been
covered for the task. Therefore we plan to merge and scale
up existing Chinese ontologies through data mining tech-
niques such as [6].
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