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Overview of the features used by our system

® Clipped precision of single characters.

® Match of temporal expressions. Temporal expressions are
normalized using normalizeNumexp.

® Tree edit distance considering free word-order of siblings in
dependency trees.

(Vod&/\BETH>%. = \BAETYd%2E>7-. )

(buy apple at shop = buy at shop apple)

[0 Degree of contradiction. ] ‘ Main focus of this talk
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Detecting contradiction — Main Idea

Observation:
Contradiction on lexical level does not necessarily imply contradiction on
sentence level.

Examples: (Taro gives flowers to Hanko)

T1: TABSAREFEAITERSIT 7., |
T2: TEFEARAMEALEEE SR, )

recelves flowers from Taro

no contradiction

(In year 2008, Taro went to Tokyo)

T1: T2008EXKBBEAIBERICITO.. no relation
T2: T2009F KEBEAIIITEFZAICTEEDT =, 1

(In year 2009, Taro gave flowers to Hanako

(In year 2008, Taro went to Tokyo.)

T1: T2008FEKBBEAIIEFICFTOI=. (possible) contradiction
T2: T2008FKBBEAITFERICITo7, 1

(In year 2008, Taro went to Kyoto.)

|dea:
The more similar the tree structure of T1 and T2 is, the more likely that
lexical contradiction propagates to sentence contradiction as a whole.
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Detecting contradiction — Processing Steps

1.

Split complex sentences into simple sentences
that contain only one predicate each.

. Calculate the minimum cost alignment for each pair

of simple sentences from T1 and T2.
=> Alignment-Cost Matrix

Find minimum cost alignment
using Alignment-Cost Matrix between each simple
sentence in T1 and T2.

Calculate degree of lexical contradiction
between each minimum aligned simple sentence.

Calculate the degree of contradiction

on sentence level between T1 and T2

using the alignment costs and degree of lexical
contradiction from previous steps.

I
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1. Split complex sentence into simple sentences

1.1. Use SynCha to detect predicates and their arguments.

1.2 Split into simple sentence such that each simple sentence
contains exactly one predicate and its arguments.

| Example:

(Taro went to the supermarket and bought Apples)

“KEBIFA—N—(FToT Y O% B o7

(Taro goes to supermarket) (Taro buys apple.)

=> "KEBBEFA=N—C17<. " . "KBBREVIZRS. "

u""Hu"“"
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2. Calculate alignment costs between simple
sentences.

| Calculate alignment cost for each pair of simple sentence from T1 and T2 using the
following definition:

Words in T1 and T2 Alignment costs

same 0
Synonym, Antonym low (e.g. 0.2)
Related (e.g. same parent in WordNet) middle (e.g. 0.8)
otherwise high (e.g. 1.0)
| Example:

Simple Sentence from T1: “XEBIZVd%&ES. " (Taro buys apple)
Simple Sentence from T2: “XEBIZV)> %555, " (Taro sells apple)

FKEBIE 1 (Taro) & TKBBIE 1 (Taro) alignment costs = 0.0 (same base form)
M) 3% | (apple) & M), % ] (apple) alignment costs = 0.0 (same base form)
F®S1 (buy) & 583 ] (sell) alignment costs = 0.2 (can be antonyms)

=> Alignment cost between the two simples sentences = 0.2
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3. Find minimum cost-alignment of simple sentences

| Using the alignment-cost matrix calculated from the previous step
we find the best (minimum-cost) alignment between the simple
sentences using the Hungarian Algorithm.

| Example simple sentence from T1 and T2:

(Taro goes to supermarket) (Taro buys apple)

T1: XEBH:Z—A—F"( "o "AKBBREVOEROE

Alignment cost: 0.2 Alignment cost: 1.0
T2: “KEBIEVO%5%%. “. "KEBBIELAMNUVICES, ™
(Taro sells apple) (Taro runs to restaurant)

u""Hu"“"
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4. Calculate Lexical Contradiction

| Calculate lexical contradiction between aligned simple sentence
pair. Lexical contradiction definition:

Words in T1 and T2 Lexical Contradiction

Antonyms, different place names high (e.g. 1.0)
Same head but different suffixes middle (e.g. 0.5)
otherwise 0

| Example simple sentence from T1 and T2:

(Taro goes to supermarket) (Taro buys apple)

T1: KEBI:I!Z—I\—t"'< "o "KBEBRVO=ZES.

Lexical
contradiction: 0.0

Lexical
contradiction: 1.0

T2: “KEBIEVO%5%S, . "KEBBRLVAMICES, ™

(Tam sells applp) (Tam runs.to rquauran’r)
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5. Calculate Degree of contradiction between T1 and T2
Degree of contradiction =

(

Total lexical contradiction

\

Zall aligned simple sentences (s1,s2
\

\
ylexical contradiction in (s1,s2)
z:a,ll aligned simple sentences (s1,52) alignment costs Of (51' 52) + d

|

—
Total alignment costs
Example from previous two slides:

some constant
(here set to 10)
o 1.0+ 0.0
degree of contradiction =

08+ 10+ 10 U8
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Example from the training data — Low Alignment Cost

and High Lexical Contradiction

<pair id="351" label="N">
<t1>1997 E(CHEBDIFVAHNSHEARKETEANREEN . </t1>
<t2>A/FYAHNSHEREICEZE N BRESNE, </t2>

Alignment Costs =
. — - { ~ === o= -
T11: 1997 F[CFERAFYANSHhEARLFER~NERSIT, 0.5 (bunsetsu

— - alignment)
RETS + 0.0 (node
deletion T21) = 0.5

|
|
|
|
o AFYRDE | - PEAR ||19974FIC |1 FEH (= |
! 1| £HEA~ ! ! Lexical
: li t : degree of :ali nment : Contradiction =
| cost | E jexical i cost | 1.0 (different place
E 0.0 : (;(Tlatradiction : 0.0 i 2£gzment names)
: alig:menti i : 0.0
i 05 ] /vI B3 e : => Contradiction
S \ i T1 and T2 = 0.10
’ i :
Lirxyzmns | W meREc mwm -

T21: A FYAhohERBHICEFENRESNT-,

Page 10 Empowered by Innovation N E‘

I



Example from the training data — High Alignment Cost

and High Lexical Contradiction

<pair id="9" label="Y">

<t1>—REBEILEREBEHELIMNIE, HBOVLSNBICR BT EEOTLVEA, 1872
FICHEITENAEZRICHTITNEXRELS, FRIDSHFOBREHFHEETIS, &

I BERBNA S 11D LR E EITFLh o7, <t1>
<t2>FROEREBPREFHISIRROBBEZIN/=0, FHOEIEICH->TITESR
ORFHEERNEAS5NT=, </t2>

T15: FHRISCHEE-EBHEHLEERL.

HED

o FEENDS

alignment
cost:

0.0

=EHHEEEERT

degree of
lexical
contradiction

1.0

/
)kgmlzaf:orli
—

il 2 (2

T22: FRIOEFBIZH->TIIRROREBLADNT,
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Alignment Costs =
0.0 (bunsetsu
alignment)

+ 3.0 (node
deletion) = 3.0

Lexical
Contradiction =
1.0 (antonyms)

=> Contradiction
T1and T2 = 0.08

Contradiction on sentence
level is lower than before
due to high alignment costs
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Experiments — Exam BC (formal run, official result)

Team _ MacroF'1 Acc, Correct Answer Ratio | Y-F1 | Y-Prec. | Y-Hec. [ N-F1 | N-Prec. [ N-Rec.
BnO-JA-ExamBC-02 67.15 T0.31 H5.56 56.96 64.71 BOBT T77.34 72.76 852.65 I
BolhJA_Bxam B3 [T [l 541 R RETN] BN e UG ENE! i il FER]
[ KDR-JA-ExamBC-02 66.90 G3.7TH 51.85 59.06 59.76 HE.38 T74.73 74.19 75.27 ]
BnO-JA-ExamBC-01 66.56 6987 57.41 56.87 63.57 51.45 T6.84 72.73 51.45
KDEB JIA FyvamBC.03 GG G 3 20 AT D0 50 9] nE EG S0 5 T (10 T4 26 TR KD
L WSD-JA ExamBC-01 f4.90 6786 52,78 54,72 G0.00 50,29 T5H.09 T1.62 78.91 I
WSD-JA-ExamBC-03 64.71 G7.63 52.T. 54.55 59.59 50.29 T4.87 71.52 T8.55
SKL-JA-ExamBC-02 6404 65.63 49.07 56.50 55.25 57.80 71.59 T72.66 70.55
WSD-JA-ExamBC-02 63.96 67.63 51.85 52.46 60.61 46.24 7547 70.57 81.09
KDR-JA-ExamBC-01 63.31 G4.51 49.07 o668 h3.61 60.12 69.94 T2.83 67.27
SKL-JA-ExamBC-01 G165 G7.63 20.63 46.49 64.29 36.42 TG.80 68.57 B7.27
SKL-JA-ExamBC-03 60.47 63.17 42.59 50.15 52.53 47.98 T0.80 68.97 72.73
KitAi-JA-ExamBC-01 50,84 63.17 36.11 48.28 52.74 44.51 71.40 68.21 74.91
KitAi-JA-ExamBC-03 59.05 6G1.358 45.37 49,27 50.00 48.55 68.83 68.21 69,45
JAIST-JA -ExamBC-02 59.04 63.39 41.67 45.70 53.49 39 .88 72.39 67.40 78.18
IEM-JA-ExamBC-03 5R.TH G0.94 38.89 49,28 49.42 49.13 68.24 68.12 68.36
JAIST-JA-ExamBC-03 DR.G6S 64,96 42.59 42.49 58.00 33.53 T4.80 66.95 854.73
JAIST-JA-FExamBC-01 57.55 63.17 40.7: 42.11 53.67 34.68 T3.00 66.37 §1.09
KitAi-JA-ExamBC-02 57.16 58.T1 39.81 49.04 46.84 51.45 65.20 67.44 63.27
EYOTO-JA-ExamBC-02 56.82 6G2.05 43.52 41.78 51.26 35.26 T1.85 65.96 78.91
NTTD-JA-ExamBC-02 5h.AT H5.08 34.26 H4.88 45.15 69.94 56.26 71.11 46.55
IBEM-JA-ExamBC-01 5H.1T LT.5e 38.89 44. 77 45.03 44.51 65,58 6H.34 65.82
IBEM-JA-ExamBC-02 55T 57.59 38.89 44,77 45.03 44.51 6558 65.34 65.82
NTTD-JA-ExamBC-03 53.12 54.02 34.26 46.63 42.25 52.02 59.61 64.68 55.27
NTTD-JA-ExamBC-01 52.02 58.93 31.48 33.81 44.76 27.17 70.23 63.27 78.91
JUNLP-JA-ExamBC-01 50,46 50,89 30.56 45.81 39.91 53.76 55.10 62.79 49.09
*TKDDI-JA-ExamBC-03 49.08 G2.50 28.70 22.94 55.56 14.45 7TH.22 63.28 92.73
TEKDDI-JA-ExamBC-01 48.62 G2.28 26.856 22.12 H4.55 13.87 Th.11 63.12 92.73
TKDDI-JA-ExamBC-02 48,62 G228 26.85 22.12 54.55 13.87 Th.11 63.12 a2.73
THE-JA-ExamBC-01 43.77 G228 26.85 11.52 61.11 6.36 T6.03 62.33 a7.45
EKYOTO-JA-ExamBC-03 A8.57 6G1.358 21.30 1.14 50.00 0.58 T6.01 61.43 a9.64
EYOTO-JA-ExamBC-01 37.86 60,94 20.37 0.00 0.00 0.00 TH.T: 61.21 99.27
Baseline-JA-ExamBC-01 5477 56,47 32.41 45,98 44.15 47.98 63.55 65.38 61.82

Table 15: Results on Exam BC subtask (JA).

Our system is 2"d best system of all participants, with only small margin
(0.25 percent points) difference to best system, but large marge (2.0 percent points)
to third best system.
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Experiments — Exam BC Analysis

CV Training Data lest Data
Features Accuracy | Macro-F1 | Accuracy | Macro-F1
BC (KDR-JA-ExamBC-02) 13.69 12.59 68,75 66,90
BC - Contradiction 70.38 69.27 68.08 66.77
BC - Tree-edit distance 12.95 a2 O™ 75 60 .0
BC - Character Overlap 59.73 50.09 61.16 19.68
BC - Temporal Expressions 71.94 70.81 67.63 65.83

Contradiction feature is helpful for training data (+ 3.32 percent points)
but only little contribution to test data performance ( + 0.13 percent points)
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Experiments — Search BC (formal run, unofficial result)

Team MacroF1 Ace. Correct Answer Ratio | Y-F1 Y -Prec. | Y-Hec. N-F1 N-Prec. N-Hec.
| *KDR-JA-ExamSearch-02 58,12 G64.51 32.41 41.76 57.00 32.95 T4.48 66,67 54.36
*KDR-JA-ExamSearch-01 AH7.59 63.84 33.33 41.30 55.34 32.95 T3.87 66,358 83.27
*RDR-JA-ExamSearch-03 57,39 G317 34.26 41.70 53,64 34.10 T3.08 66,27 81.45
l NTTD-JA-FxamSearch-01 5502 58,04 25.93 43.37 45.25 41.62 66,67 65.05 68,36
*BnO-JA-ExamSearch-02 54.77 06.47 31.48 45.98 44.15 47.98 63.55 65.38 61.82
*BnO-JA-ExamSearch-01 L2.45 Hd.91 26.85 41.62 41.62 41.62 63.27 63.27 63.27
*BnO-JA-ExamSearch-03 51.78 51.79 31.48 51.57 42.12 G6.47 52.00 6G6.86 42.55
NTTD-JA-ExamSearch-02 49.15 49.33 25.93 52.21 41.06 T1.G68 46.08 66,44 35.27
EYOTO-JA -FxamSearch-01 46.57 62.95 28.70 17.00 62,96 9.83 TG.15 62.095 96.36
EYOTO-JA -FxamSearch-02 45.41 62,28 26.85 15.08 AHT.69 B.67 TH.75 6G2.56 O6.00

Table 16: Results on Exam Search subtask (JA).

Our system is best system of all participants in unofficial run, with large margin
(3.01 percent points) to second best system.

System for Search BC uses same features as system for Exam BC plus additionally:
- Ratio of Named Entities between T2 and T1 (recognized with Cabocha).
- Tsubaki Search Engine score of T1 candidate.

- Word Overlap (clipped precision of morphemes)

Features are extracted from Top-1 and Top-2 search results (T1 candidates)
from Text book and Wikipedia.
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Experiments — Search BC  Analysis

Using Top-1 and Top-2 Search Result from Text Book and Wikipedia

CV Training Data lest Data
Features Accuracy | Macro-F1 | Accuracy | Macro-F1
BC 59.84 55.22 62.50 57.91
BC - Contradiction H8.89 54.00 60.27 55.55
BC -+ Tsubakt Score O1.03 ab. Yy O1.61 26.46
BC |+ Tsubaki Score |+ Word Overlap 60.60 55.12 60.94 55.31
BC | Tsubaki Score | Word Overlap + Named Entity . - -
(KDR-JA-ExamSearch-02) | S| oIS 0918 04.51 o812

Ablation test indicates that contradiction feature can greatly improve
performance also on test data (+ 2.36 percent points for system that was submitted)
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Summary and Conclusions

| Main Idea:
The more similar the tree structure of T1 and T2 is, the
more likely that lexical contradiction propagates to
sentence contradiction as a whole.

| Contradiction = Lexical contradiction / Alignment Costs

High contradiction if lexical contraction is high and alignment costs
are low.

| Experiments:

Indicate that contradiction feature can be helpful (+ 2.36 percent
points for Search Exam)

u""Hu"“"
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