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ABSTRACT
This paper describes our subtopic mining system for the
NTCIR-11 IMine task. We propose a method that mines
second-level subtopics using simple patterns and a hierar-
chical structure of subtopic candidates based on sets of rel-
evant documents, and combine the provided resources con-
sidering their characteristics. Our system generates first-
level subtopics using keywords in second-level subtopics, and
groups the results by word correlation.
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1. INTRODUCTION
Many web queries are ambiguous and broad. In the case

of ambiguous queries, users may get results quite different
from their information needs; as for broad queries, results
may not be as specific as users expect.
As one of the solutions for these problems, subtopic min-

ing is proposed, which can find possible subtopics (subtopic
strings) for a given query and return a ranked list of them in
terms of their relevance, popularity and diversity. Accord-
ing to INTENT and INTENT-2 tasks [1, 2], a subtopic of a
given query is a query that disambiguates and specifies the
search intent of the original query. For example, if a query
is “windows,” “windows 8” and “windows update” can be a
subtopic. NTCIR-11 IMine task[3] proposes new subtopic
mining that the two-level hierarchy of subtopics consists of
at most five first-level subtopics and at most ten second-
level subtopics for each first-level subtopic. Each type of
subtopics has a own rank (Figure 1).
This paper describes our subtopic mining system for the

NTCIR-11 IMine task. To get second-level subtopics, we
mine subtopics using simple patterns and a hierarchical struc-
ture of subtopic candidates based on sets of relevant docu-
ments [4], and combine the provided resources considering
their characteristics. To get first-level subtopics, our system
generates them using keywords in second-level subtopics,

Figure 1: The two-level hierarchy of subtopics and
rank.

and groups the results by word correlation. The provided
resources are as follows:

• Suggested queries: ranked lists of suggested queries
from major web search engines (Bing, Google, Sogou,
Yahoo!, Baidu) for English, Japanese, and Chinese.

• Query dimensions [5]: groups of items extracted from
the style of lists in top retrieved documents for English,
Japanese, and Chinese.

• Related queries [6]: a ranked list of Chinese related
queries using Sogou query log.

• Web documents: English document collection Clue-
Web12-B13, Japanese document collection ClueWeb09-
JA (mentioned by INTENT-2), top 200 Chinese doc-
uments for each query from SogouT.

A description of the proposed method is given in Section
2 and 3. In Section 4, our results are presented, and in the
final section, we give the discussion and conclusion.

2. SECOND-LEVEL SUBTOPIC MINING

2.1 Second-level Subtopic Extraction
A subtopic is assumed to consist of an original query and

one or more noun phrases that make the original query more
specific. In general, a word can be specified by its other co-
occurring words, and we can also find subtopic candidates
using several words that co-occur with the query in docu-
ments. From the assumption, we create a simple pattern to
extract appropriate subtopic candidates:

• Pattern 1 : ((adjective)?(noun)+(non-noun)∗)?(query)
((non-noun)∗(adjective)?(noun)+)?
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where the ? operator means “zero or one”; the + operator
“one or more”; and the * operator “zero or more.”

Pattern 1 is applied to the top 1,000 relevant documents
for the query. Since this pattern covers real phrases that
consist of the whole query and noun phrases in the docu-
ments, the subtopic candidates we find are truly relevant.
However, if a query consists of two or more words, we

cannot thoroughly extract various subtopic candidates using
only Pattern 1 from the retrieved documents, because the
number of subtopic candidates that fully match the original
query decreases. Therefore, we make alternative partial-
queries qleft and qright from the original query to extract
various subtopic candidates by meaningful partial match-
ing. For the left phrases of the original query, which are
the remaining words after consecutively removing the right
words of the query, we retrieve the top 200 relevant doc-
uments for each, and compare these documents with the
top 200 relevant documents for the query. If the relevant
documents for one of the phrases cover more than 100 doc-
uments in the relevant documents for the original query, we
regard this phrase as an alternative partial-query candidate.
Among alternative partial-query candidates that cover the
most documents, we select the shortest candidate as qleft.
If none of the phrases satisfies this condition, we select the
longest phrase as qleft. For the right phrases of the origi-
nal query, which are the remaining words after consecutively
removing the left words of the query, we select qright by ap-
plying the same process. Using qleft and qright instead of
the query, we create new simple patterns:

• Pattern 2 : ((adjective)?(noun)+(non-noun)∗)?(qleft)

(word)∗(qright)((non-noun)
∗(adjective)?(noun)+)?

• Pattern 3 : (qright)(non-noun)
∗(adjective)?(noun)+

• Pattern 4 : (adjective)?(noun)+(non-noun)∗(qleft) .

Using these new patterns, we find various phrases from the
retrieved documents, and replace the parts of these phrases
corresponding to the underlined patterns with the original
query. These found and replaced phrases are subtopic candi-
dates. Even if these subtopic candidates are not real phrases
in the documents, we can reduce data sparseness and im-
prove diversity.
We filter similar subtopic candidates to reduce their re-

dundancy. Let snp be a set of lemmas of noun phrases
“(adjective)?(noun)+” at the start or end of each subtopic
candidate. If two or more subtopic candidates have the
identical snp, they are regarded as similar because snp in-
cludes important keywords that decide the meaning of each
subtopic candidate. Therefore, we merge the frequency in-
formation of similar subtopic candidates, and select the most
frequent and short subtopic candidate among them.

2.2 Second-level Subtopic Ranking
To rank subtopic candidates, we first propose a three-

level hierarchical structure of subtopics. The root is a given
query, its child node “primary subtopic,” and each leaf node
“secondary subtopic,” respectively. The primary subtopics
are disambiguated and initially-specified search intents, and
a group of which may be chosen to satisfy global diversity.
The secondary subtopics are more specified to narrow down
the search intent of primary subtopics, which affect an im-
provement of local diversity.

To construct the proposed hierarchical structure, top 200
relevant documents for a given query are assumed to rep-
resent the whole search intents of the query anyhow, and
the appearance of subtopic candidates in documents is in-
terpreted as covering some search intents. Based on this in-
sight, first we select a relatively small group of subtopic can-
didates as primary subtopics in order that they may appear
in as many relevant documents as possible. Since the pri-
mary subtopics should show clear distinction among search
intents, each relevant document generally includes one of
the primary subtopics. Therefore, a set of relevant docu-
ments containing a primary subtopic seldom overlaps with
the other sets of relevant documents containing the other
primary subtopics. Furthermore, a set of relevant docu-
ments containing a primary subtopic generally includes some
subsets of relevant documents that contain its secondary or
other subtopics. In other words, a primary subtopic is quite
distinct from its secondary or other primary subtopics in
terms of the overlapping of their corresponding document
sets. Thus, the Distinctness Entropy (DE) [7] for document
sets can be used to select top n (n ≤ 200) primary subtopic
candidates:

DE(st) = −
∑

st′∈ST,st′ ̸=st

|D(st) ∩D(st′)|
|D(st)|

log
|D(st) ∩D(st′)|

|D(st)| , (1)

where st is a subtopic candidate; ST is the set of all subtopic
candidates that were extracted by the previous step (Section
2.1) from the top 200 relevant documents for a given query;
and D(st) is the set of relevant documents containing st.

If a document set has a high value of DE, its corresponding
subtopic candidate is selected as a primary subtopic can-
didate. Meanwhile, to increase the number of documents
covered by a primary subtopic, several document sets for
primary subtopic candidates can be merged into a single
large one if they are similar to each other in terms of cosine
similarity. The primary subtopic candidate with the high-
est popularity is selected as the name of the merged set of
documents. To estimate the popularities, we use the Sum of
the values of TF-IDF (STFIDF ):

STFIDF(st) =
∑

doc∈Rq

freq(st, doc)log
|Rq|

|D(st, Rq)|
, (2)

where Rq is the set of the top 1,000 relevant documents for
the query; freq(st, doc) is the frequency of st in a document
doc; and D(st, Rq) is the set of documents in Rq containing
st.

From the refined primary subtopic candidates, we select
the best primary subtopic with the maximum value of our
proposed measure, the search Intent Coverage (IC ):

IC(st,US) =
|D(st) ∩US c|
|
∪

sc∈SC D(sc)|DE(st) , (3)

where US is the union of sets of relevant documents con-
taining the previously selected primary subtopics; and SC
is the set of all primary subtopic candidates.

IC checks how many of the top 200 relevant documents are
covered by a primary subtopic candidate, and whether the
set of documents for this candidate satisfies high distinct-
ness. Primary subtopics are continuously selected using IC.
If |US| is equal to |

∪
sc∈SC D(sc)|, the selection process stops
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because the selected primary subtopics can cover all relevant
documents, which were covered by all primary subtopic can-
didates. For each of the selected primary subtopics, its sec-
ondary subtopics can be selected in the same way recursively
as the primary subtopic except that we only use the relevant
documents containing the primary subtopic.
The groups of primary and secondary subtopics are rela-

tively small groups satisfying the global and local diversity of
search intents, and there is an inheritance of popularity be-
tween a primary subtopic and its secondary subtopics. Fur-
thermore, users generally want to know about the subtopics
with high popularity in detail. From these characteristics,
we propose a ranking order of subtopics along the three-level
hierarchical structure so as to keep a balance between popu-
larity and diversity (Figure 2). Primary subtopics are ranked
first to achieve the global diversity using few subtopics, then
secondary subtopics of the first-ranked primary subtopic are
ranked to consider the inherited high popularity from the
parent node and the local diversity, and then secondary
subtopics of the next-ranked primary subtopic are ranked
sequentially, by STFIDF.

Figure 2: A ranking order and the groups of
subtopics satisfying the diversity of search intents
for parent nodes.

2.3 Result Combining and Re-ranking
Our system combines and re-ranks the ranked lists of

subtopics using the provided resources. As mentioned ear-
lier, the given suggested queries are consisted of several
ranked lists of them from major web search engines. These
ranked lists are merged into one ranked list by the Global
Score (GS):

GS(sq) =
∑

ws∈WS

N(ws)− (rank(sq, ws)− 1)

N(ws)
, (4)

where sq is a suggested query; WS is the set of web search
engines; N(ws) is the total number of suggested queries from
ws; and rank(sq, ws) is the rank of sq among all suggested
queries from ws.
Each of the given query dimensions and its items are

ranked by [5]. However, each item may not be relevant to a
query because they are just extracted from the style of lists
in the retrieved documents. Therefore, if two or more items
in a query dimension are directly relevant to the query, all
items in this dimension are regarded as subtopics. The con-
dition of directly relevant item is that a primary, secondary

subtopic or suggested query contains the item, or it includes
the query. For these results, we assume that:

• Assumption 1 : Subtopics (items) in query dimensions
satisfy the high diversity.

• Assumption 2 : Suggested queries are good subtopics
which satisfy the high popularity.

To improve the diversity of second-level subtopics by As-
sumption 1, we insert results of query dimensions to the
ranked list of primary and secondary subtopics (Figure 3
(a)). First of all, if a primary subtopic contains one of
subtopics in a query dimension, the corresponding subtopic
in the dimension is replaced with the primary subtopic, and
the original place of the primary subtopic is also replaced
with the ranked list of subtopics in the dimension. Note that
the replaced subtopics are regarded as primary subtopics. If
any primary subtopic does not contain one of subtopics in a
query dimension, the top subtopic and others in the dimen-
sion are regarded as an additional primary subtopic and its
secondary subtopics, respectively. The additional primary
subtopic is inserted to the next of the last primary subtopic
in the ranked list of subtopics, and its secondary subtopics
are added to the end of the list.

From Assumption 2, we reflect the high popularity of sug-
gested queries to second-level subtopics (Figure 3 (b)). The
details are as follows:

• Method 1 : If a primary subtopic contains the i-ranked
suggested query, this primary subtopic is re-ranked as
the i-ranked primary subtopic. The non-matched sug-
gested query is inserted to the next of the last primary
subtopic and deleted from the ranked list of suggested
queries.

• Method 2 : Method 1 + The secondary subtopics of
the re-ranked primary subtopic are re-ranked by the
ranking order (Section 2.2).

• Method 3 : If a primary subtopic contains the i-ranked
suggested query, this primary subtopic is re-ranked as
the i-ranked primary subtopic. The non-matched j-
ranked suggested query is inserted to the front of the
j-ranked primary subtopic.

• Method 4 : Method 3 + The secondary subtopics of
the re-ranked primary subtopic are re-ranked by the
ranking order (Section 2.2).

3. FIRST-LEVEL SUBTOPIC MINING

3.1 First-level Subtopic Generating
To generate first-level subtopic candidates, we select key-

words such as front terms, back terms, last words, and rel-
evant items of query dimensions in second-level subtopics.
Each of the selected keywords is attached to the appropriate
position of the query, and these expanded phrases are first-
level subtopic candidates of the corresponding second-level
subtopic (Figure 4).

3.2 Result Grouping and Ranking
To maintain the quality of second-level subtopics, our sys-

tem does not choose any strong criteria about construct-
ing the two-level hierarchy of subtopics. We just consider
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Figure 3: A process of result combining and re-ranking for each Method.

Figure 4: Keywords and generated first-level
subtopic candidates.

the Pointwise Mutual Information (PMI ) of keywords which
were selected by the previous step (Section 3.1):

PMI(x, y) = log
p(x, y)

p(x)p(y)
, (5)

where x and y are keywords; p(x, y) is the number of docu-
ments containing x and y divided by the number of relevant
documents for a query; and p(x) is the number of docu-
ments containing x divided by the number of the relevant
documents.

We assume that if some second-level subtopics contain
the identical keyword, the first-level subtopic based on the
keyword has a relationship with these second-level subtopics.
For keywords that appear in top N second-level subtopics,
top 5 distinct groups of two keywords (keyword pairs) are
selected from a ranked list of them by PMI, and the sets of
second-level subtopics for each keyword in the same group
are merged into a large one. We continuously increase N
and expand each of the selected groups of keywords and
its set of second-level subtopics by setting x and y in PMI
to one keyword in the selected group and a new keyword,
respectively (Figure 5).

In each group of keywords, if the sum of PMI s of a fixed
keyword and unfixed one of others has the maximum value,
the first-level subtopic candidate based on the fixed keyword
is selected as the first-level subtopic of the corresponding
second-level subtopics. The first-level subtopics are ranked
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Figure 5: A process of result grouping and expansion.

by only the highest rank of second-level subtopics for each
of them.

4. EVALUATION RESULTS

4.1 Overview
We mined subtopics for English, Japanese, and Chinese

queries (topics) of the NTCIR-11 subtopic mining subtask.
We used only the provided resources. Especially, the given
list of Chinese related queries was regarded as the ranked list
of primary subtopics (we did not mine additional primary
and secondary subtopics using the documents). For English
and Japanese document retrieval, the search interface by
Lemur project1 and BM25 model [8] are used, respectively.
To perform word segmentation and identify noun phrases,
we used the English Stanford POS tagger2 and the Japanese
MeCab POS tagger3.
Our run names were “KLE-S-E(English)/J(Japanese)/C

(Chinese)-1A(Method 1 )/2A(Method 2 )/3A(Method 3 )/4A
(Method 4 ).” The results were evaluated using Hscore (rela-
tionship of first-level subtopic and its second-level subtopics),

1http://lemurproject.org/clueweb12/
2http://nlp.stanford.edu/software/tagger.shtml
3http://mecab.sourceforge.net

Fscore (quality of first-level subtopics), Sscore (quality of
second-level subtopics), and H-measure (representative mea-
sure) [3, 9, 10].

4.2 Official English Subtopic Mining Results
For English, our H-measure values of KLE-S-E-1A, KLE-

S-E-2A, KLE-S-E-3A, and KLE-S-E-4A were 0.0873, 0.0893,
0.0980, and 0.0938, respectively (Table 1). Our best value
of H-measure was 0.0980 of KLE-S-E-3A [3].

Table 1: Runs sorted by H-measure over 33 unclear
topics for English.

Run Hscore Fscore Sscore H-measure
KLE-S-E-3A 0.1291 0.6539 0.7317 0.0980
KLE-S-E-4A 0.1260 0.6511 0.7294 0.0938
KLE-S-E-2A 0.1200 0.5698 0.7342 0.0893
KLE-S-E-1A 0.1185 0.5591 0.7298 0.0873

4.3 Official Japanese Subtopic Mining Results
For Japanese, our H-measure values of KLE-S-J-1A, KLE-

S-J-2A, KLE-S-J-3A, and KLE-S-J-4A were 0.0853, 0.0908,
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0.1038, and 0.1008, respectively (Table 2). Our best value
of H-measure was 0.1038 of KLE-S-J-3A [3].

Table 2: Runs sorted by H-measure over 34 unclear
topics for Japanese.

Run Hscore Fscore Sscore H-measure
KLE-S-J-3A 0.2030 0.4416 0.5086 0.1038
KLE-S-J-4A 0.2025 0.3920 0.4997 0.1008
KLE-S-J-2A 0.1867 0.4502 0.4697 0.0908
KLE-S-J-1A 0.1759 0.4372 0.4509 0.0853

4.4 Official Chinese Subtopic Mining Results
For Chinese, our H-measure values of KLE-S-C-1A, KLE-

S-C-2A, KLE-S-C-3A, and KLE-S-C-4A were 0.3303, 0.3360,
0.3255, and 0.3279, respectively (Table 3). Our best value
of H-measure was 0.3360 of KLE-S-C-2A [3].

Table 3: Runs sorted by H-measure over 33 unclear
topics for Chinese.

Run Hscore Fscore Sscore H-measure
KLE-S-C-2A 0.5413 0.5736 0.6339 0.3360
KLE-S-C-1A 0.5306 0.5666 0.6360 0.3303
KLE-S-C-4A 0.5148 0.4986 0.6640 0.3279
KLE-S-C-3A 0.5072 0.4817 0.6718 0.3255

5. DISCUSSION AND CONCLUSION
Our proposed methods achieved high performances for

second-level subtopics. For each language, the performance
differences of Sscore between our methods and others were
statistically significant [3]. The results for first-level subtopics
were also good. However, each Hscore of our results was
too low. Especially, for English and Chinese, although each
first-level subtopic and its second-level subtopic belonged to
the same search intent, a large portion of this case did not
satisfy the hierarchical relation (Figure 6).

Figure 6: Error case ratios of Hscore for each lan-
guage.

The main reason of these low performances is that we
consider only the word correlation to check the hierarchical
relation of subtopics. This criterion is too weak to solve
this problem. Therefore, we have to find some appropriate
criteria to improve Hscore, and research the relationship of
first-level subtopic and corresponding second-level ones.
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