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ABSTRACT

The InteractiveMediaMINE team participated in the Task
Mine subtask of the NTCIR-11 IMine Search Task. Our
framework consists of three steps. First, we extend the
query entered by the user in order to optimize the search
engine. Second, we extract candidates of tasks from “Ya-
hoo! Chiebukuro” with the extended search query. Here, we
use the top 10 pages of the search results. Finally, we calcu-
late the score of the extracted tasks by the words frequency
of each sentence; our system outputs tasks in the descend-
ing order of the score. This paper describes our approach to
solving the Task Mine problem and discusses its results.
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1. INTRODUCTION
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The InteractiveMediaMINE team participated in the NTCIR-

11 IMine Search Task Mining (TaskMine) subtask. This pa-
per describes our approach to solving the Task Mine problem
and discusses its results. We use Yahoo! Chiebukuro|[2], a
web-based Q& A service, as our system resource. In general,
Q&A services aim to collect answers that solve the user’s
problems. Consequently, we expect Yahoo! Chiebukuro to
be useful as our system resource for mining tasks. In our sys-
tem, first, the user inputs a query that shows the problem
she/he wants to solve. Second, our system extends queries
by using a morphological analysis and retrieves the top 10
pages of the search result from Yahoo! Chiebukuro. Third,
considering that “% (wo)” means particles function as a di-
rect object in Japanese, we extract candidate tasks using
the syntax pattern of “noun + “% (wo)” + verb.” Finally,
we calculate the score of the extracted tasks by using the
word frequency of each sentence; our system outputs tasks
in the descending order of the score.
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Figure 1: Our Framework

2. FRAMEWORK

Figure 1 shows our framework. In this section, we de-
scribe our framework; it consists of three sections, extend-
ing query and retrieving, extracting tasks, and ranking. The
implementation details are as follows:

2.1 Extending Query and Retrieving

First, our system executes a morphological analysis for
the query that the user inputs by natural language and then,
extracts nouns and verbs from the query. In this paper, we
use Mecab[5] as the morphological analysis tool. Then, the
system joins the extracted nouns, a single-byte blank, and
verbs to make a sentence that will be actually used as a query
for retrieving information from the web. “/i¥%” is a word
that means “method” or “way” in Japanese; therefore, we
think that adding “/33%” at the end of the query is effective
in retrieving pages that include questions about methods
used for solving certain problems. In this study, our system
used Yahoo! Chiebukuro and retrieves the top 10 pages of
the search results.

2.2 Extracting Tasks

Considering “wo” is a Japanese particle pointing to a di-
rect object, it is useful to extract tasks that can solve the
user’s problem. Therefore, we extract the answer text from
each searched web page and then, extract chunks that con-
tain the following pattern: “Noun + “% (wo)” + the chunk
that includes certain verb + chunks that depend on the
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Table 1: Top 5 result for the query “Z 8% k<

Rank | Extracted Task Score

1 REFHIE, o722k % “HIIHIFTKEZY->T 3000725, TEOKEIMZS 250

2 B K ChPTCHET NIE L ~ 2 — LU CESICKEBRIEIRE Tk > C 1 b AN, BRI bRk | 238
LTCkz1EDH S

3 PR2EZERIZEVWTIMIZIANTKZ2HY T T AKRIL2HANS 195

3 EbNBEESIT. MTKE ANTROE HHYTH £ Ch/KE AND 195

5 KERLSTFL., BEARICEKE - Eic. MAKNICEAALTIT D, KxILd b 184

[T

BUEELIL IER%E

oo

BT #mLan

(a) (b) ()

Figure 2: Dependency Parsing: “BRIEZE & (JEERE% B\ Tk
fih L 72 LY means “Keep a distance from smoker and don’t
meet him.” “B2EZE” means “smoker.” “& 1&” means “from.”
“PEBE A B\ T” means “keep a distance.” “JEf# L 7LV’ means
“don’t meet him”

verb.” Our system performs dependency parsing for all the
extracted sentences in order to extract a pattern of “chunks
that depend on noun + noun + % (wo) + the chunk that
includes certain verb.” At this point, the extracted verb end
of the sentence are converted into its dictionary form. As a
result, our system extracts sentences as tasks. In this paper,
we use “Yahoo! H AFER D Z 13 ###HT API” (Yahoo! Japanese
Dependency Parsing API)[3] as the dependency parsing tool.
Figure 2(a) shows “chunks that depend on noun + noun”,
and Figure 2(c) shows “the chunk that includes certain verb.”

2.3 Ranking
We define the evaluation scores of the i th extracted task

t; as follows:

Score(t;) = Z Z NounFreq(noun,ans)

nounCnounst; ansCA

+ Z VerbFreq(verby,,task)

taskCT

(1)

when A denotes a set of all text that represents the answer
information. T represents a set of all tasks that have been
extracted. nouns;, refers to a noun set included in front
of the “Z (wo)” in t;. wverb;, denotes a verb that is ex-
tracted from the next chunk of which include “% (wo)” in ¢;.
NounFreq(noun, ans) represents the number of occurrences
of the noun noun in the answer ans by some respondents.
VerbFreq(verb,,task) refers to the number of occurrences
of the verb “verby,” in the task task. Based on the supposi-
tion that the words that appeared frequently are important
in solving problems, we define that tasks including many of
these words are also important. For example, Table 1 shows
the ranking result of “Zfi% X < ”, and Table 2 shows a part
of the lists of nouns and verbs that are used for calculating
the score. From Table 1, we can see that the task “X & /5
E Wo 7k P BT TKEE >T304 LS, HED
K%&MIZ %" includes some frequently appearing words such
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Table 2: Top 9 results of frequently appearing words of the
query “ZHRAE IR

Noun | Frequency Verb Frequency

K 66 M5 14

I3 53 EEA 10

i 49 mA 2 6

73 49 = 6

i 48 EZ5 4

K 43 ISR 2

A 41 H5 2

® 38 ANIET 2
R 22 A% 2

as “/K,” “43,” and “}K”; therefore, it has the highest score in
this list.

3. RESULTSAND ANALYSIS

We mined tasks for the query set of the TaskMine sub-
task. Figure 3 shows experimental results[4]. TM-019, “t&
JA%% % J# 3 57, has one of the highest scores for all met-
rics, namely nDCG@1, @5, @10, and @50. Table 3 shows
the extracted tasks for TM-019 and match gold standards.
TM-023, “b—¥ =%y X —%{#5” has one of the lowest
scores for all metrics, namely nDCG@1, @5, @10, and @50.
Table 4 shows the extracted tasks for TM-023 and match
gold standards. Our system depends on answers extracted
from Yahoo! Chiebukuro. Yahoo! Chiebukuro is a gen-
eral Q & A service that is not specialized in any specific
field; therefore, our system makes it easy to collect answers
accurately for ordinary questions such as TM-019. On the
other hand, the accuracy of the extracted tasks decreases for
queries such as TM-023 that are not the type of questions
that ordinary users ask. We mined tasks for the query set of
the TaskMine subtask. From Table 4, we observe that only
four tasks that were extracted for TM-023 matches the gold
standard tasks. To solve this problem, we plan to use other
Q& A services that are specialized in some specific fields. For
example, “teratail [1]” is a Q&A service specialized in com-
puter science. We expect that we can extract more accurate
tasks for problems about computer science when we use this
service. In addition, although we use “{¥ 57 as a verb of “
V—#—Hv X—%f£5 " in the future, we plan to use syn-
onyms of “/¥5” or words that co-occur with “f5.” In fact,
“71w b and “YI#T”, words which mean “cut” in Japanese, are
often used with “L'—¥%—7v X —" in Yahoo! Chiebukuro.
According to Table 3, we can see that tasks that are ex-
tracted by our system tend to be long because the extracted
tasks include chunks that depend on nouns and chunks that
depend on verbs. In addition, tasks that have a large num-
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Figure 3: Experimental Results

Table 3: Ranking table of the top 10 results of TM-019

5 & TR ﬁﬂ%ﬁ’ﬁﬁk”&ﬂx DREES

Rank | Extracted Task Matched gold standard task
1 IR TR 1. D ms DN & 72 B 1B R 2= U 7o % 1 DR = 21510 B | Dt % 51 X8 2 3 s 2 B (- TR 2%
EERTY NERETS ERA)
2 AT S 75T BIRNE LT, Ham Cal CH, TOHRATML Ylzo T\ | lADDEZFES 5
ZOLUTCHEDEODEDE->TW I EHHETDT, HEZIfT>TL
VNV ERIRD
3 EHIZEZ DX, HERRF = PR R AR 7 =D HP CHMEPRCEZES
4 HERDOIERIX, A7 777 L TW0WaL6WVWEE, MORAYIZEAY T 7 — | mMAEELICEMWNR ) —=2 7%
I AT VB LBNETDT, 2V —=v %75 LTH59
5 aLiu®ﬁk%mUbu#T%#% IR EIND £ 925, HEEOHART | HOMRRENVBRESmAZRLT
EDOBRIEDIE - Z M5 & MR B U 72358 bR 2 LS
6 ub%%%&ﬂ#thtﬂﬁi1m<®f ﬁuatf@ﬁxmu% HREEE | D 5O X 2MA B 72Dk % Hns g
%
7 HERDRINTH ZHG e mazREL. EfITZIED D HRDORPETA>TWVWBHEAZID
734
8 @%ﬁ?@@ﬁﬁ%mé EOMREEI O REmAZRLT
9 tHER CRBDIREAER IR D e s UT-BIC, Bzl =ZUHzEV B X | tharmia Ekz 3 %

10 fﬁfﬁé%éﬂfb\é%bu@ﬁATE BFANAREDFEREZZONETD
2 UE%E —HANU TR 2 2655 Ul RO FRLE 217 5

BRI G AR ClA R N =D THi %
K95

ber of characters tend to include many nouns and therefore,
tend to have a high score. To prevent this, it is necessary to
normalize a task’s score by its number of characters. Fur-
thermore, this decreases the effect of the verbs on the task’s
score as the term frequency of the nouns tends to be higher
than that of the verbs. Thus, we plan to be in balance with
the weights of the noun’s frequency and the verb’s frequency.

4. CONCLUSION

In this paper, we proposed a method for the TaskMine
subtask. We used Yahoo! Chiebukuro as our system re-
source because we believe that a Q&A service has many
answers that can solve a user’s problems. Further, we ex-
perimentally confirmed that a Q&A service is an effective
resource for extracting tasks. In the future, we will add
some Q&A services and Internet bulletin boards specialized
in some specific fields to the proposed system’s information
resource. We also plan to improve the ranking method and
the precision of the extracting task.
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Table 4: Tasks for TM-023 and match gold standard

Rank | Extracted task Matched gold standard task
T | MOV EOFELERE 5 77y T PAIG T BEe A DIEZE & B D ST
IZiy

2 NI CREEOHZIW I 2EDEH D, TDRLORINIZR LIV @EAD | Ay FUTRWITRVWHEZH3S
V—=¥EMHLRN

3 WA EOETIARL —F—FA v EZ —CRAMNEINGEL CMIBETAENEH | MATEXAEDEM5
W UTHEMIZIZED LS IZEDSNTVWEDN W FHEM L

4 L —HIILEIE. BEC&EREMe PRI —F 0 720720, Hlo | RAITE2HD%K5
D, Yo7z b, EANGEIC X DEIREENT S

87




