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Fact Validation

Step 1 Step 2 Step 3

We used We
search results imple-

by TSUBAKI from a mented
textbook of World/ |/| systems
Japanese History for Step 3




System developed for FV

* FV-01

— System based on character overlap ratio
* FV-02

— System based on existence of entailment result ‘Y’
* FV-03

— System based on voting of entailment results



Features used by our systems for FV

e Overlap ratio
 Mismatch of expressions
e Strings decomposed into three parts



Overlap ratio

* Overlap ratio of entities

overlap(E;t ,t,) = Z min( fr(z,t,), fr(z,t,))

zel

E :asetof entities

fr(x,s) : frequencies of Z in a given string s



overlap (t 1))

17 72
* Directional overlap ratio of entities

overlap(F;t,,t.)

) 717 72

overlap (E;t ,t,) =

) fr(at)

rel
e.g.

t1: X T#i—ZzHIELTERIE. RARMNOT-,
t2: fT%}E—% E *E’Lf:o

overlap (. ,t,) > overlap (1,1 )



overlap (t,,t,)

17 72
* Bi-directional overlap ratio of entities

2 x overlap(E;t ,t.)

overlap ,(E;t ,t,) = -2

Y frlat) + ) fr(at,)

rel rel
e.g.

t1: X T#fi—ZzHIELTERIE. RARMNOT-,
t2: f_lt%ﬁ_§ E *EL/T:O

overlap (t,,t,) = overlap (t,,1 )

17 72



Examples of entities used in FV

« (' :setof all character unigrams in Japanese

- (' :setof all character bigrams in Japanese

K :union of Kanji and Katakana character sets




Named entity mismatch

 Mismatch of named entities (NE) in t1 and t2

— Whether t2 contains named entities not included
in tl

t1: HE'F%}E #HBiEL. HHERIIEARMNOT=,
AN 1) S EE L (IR T#H—FBi5LTL V=,

False t1: X T#—ZBiEL. HERIEIRERARMN -,
2 fFHEERIIRTH—ZBEL TV,




Number expression mismatch

 Mismatch of number expressions in t1 and t2

— Whether t2 contains numerical expressions not
included in t1

True

tAERIERTH—ZHIEL T,

t2:15594F , #H

ERITLELI,

False

tl: !ﬁiik 1_E(j:9€-|:%ﬁ 7EE:]:EIL/ 15592 L&,

t2:15594F | 8 A

1:.&!3251’\['175\07':0
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Strings decomposed into three parts

* The longest common prefix h and the longest
common suffix t are identified, decomposing
the text pair into three parts as follows:

t1: 77 LAY TR FEILEETH D,
t2: 7ML Tz AFET HEITEETHS,

* ht_ratio is defined using h and t as follows:
2(|#]+ 1)
[+t

ht ratio =
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FV-01

e System based on character overlap ratio

* Character overlap ratios are calculated for
each of top five sentences of top five
documents in search results

* Entailment is identified when the ratio for any
sentence of any document becomes larger
than the threshold




FV-01:System based on
character overlap ratio

ATE sl final RTE result
for each t1

selected t1 >N
selected t1 >N Y
selected t1 > Y

RTE based on character
overlap ratio

t2 is finally identified as ‘Y’
if any of selected tl is identified as ‘Y’

==

2
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FV-01:System based on
character overlap ratio

ATE sl final RTE result
for each t1

selected t1 >N
selected t1 >N N
selected t1 >N

RTE based on character
overlap ratio

t2 is finally identified as ‘N’
if all of selected t1 are identified as ‘N’

==

2

14



FV-02

e System based on existence of entailment
result ‘Y’

* |nitial entailment is identified using the base
MC for each of top five sentences of top five
documents in search results

* Final entailment is identified if any of the top
five documents is identified as ‘Y’




FV-02 : System based on existence of
entailment result ‘Y’

AE besedl @ Initial RTE results Final RTE result
base-MC

Y: selected t1

Y . >Y

I N | | N '7

LY 1] Y
[n] [n]

IN| [N

[n] [n]

t2 is finally identified as ‘Y’
if any of the document is identified as ‘Y’




FV-02 : System based on existence of
entailment result ‘Y’

AE besedl @ Initial RTE results Final RTE result
base-MC

N: selected t1
T T >N
I N | | N '7 N
INJ [N [N
[N] [N] o
] [ /
] [ ]

p

t2 is finally identified as ‘N’
if all of the documents are identified as ‘N’




Base-MC

* Base RTE system used for FV-02 and FV-03

* RITE2-SKL-MC-01 was adopted, which gave
best performance in MC subtask at RITE2

 MC subtask requires classification into four
categories

tl tl

Contradiction

Bi-directional

Independence

t2 t2

8



Algorithm for Base-MC

( Base-MC)

Contradict
t1,t2)?

Return ‘C’

Return ‘I’

Return ‘B’

Return ‘F
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Algorithm for Base-BC

Cor_D(t1,t2) >=0.73

Kor_D(t1,t2) > Cor_D(t1,t2) >=0.69

———

Case-A? or Case-B? <
or Case-C?

(0.69 > Cor_D(t1,t2) > 0.65)
And ((Kor_D(t1,t2)-0.1) > Cor_D(t1,t2))

r Num_mismatch?

<WD

Return ‘N’

Return ‘N’

€

Return ‘Y’

«
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FV-03

e System based on voting of entailment results

* |nitial entailment is identified using the base
MC by voting the RTE results for each of top
five sentences of top five documents

* Final entailment is identified if any of the top
five documents is identified as ‘Y’

21



FV-03:System based on voting of
entailment results

AE besedl @ Initial RTE results Final RTE result
base-MC

Y: selected t1
C v 1L v 1 >Y
l N | | N '7 Y
L] Ly] [N
W [ m
[ [ /
[N] [N] m
p

t2 is finally identified as ‘Y’
if any of the document is identified as ‘Y’




FV-03:System based on voting of
entailment results

AE besedl @ Initial RTE results Final RTE result
base-MC

N: selected t1
C v 1L~ >N
I N | | N '7 N
Y| Ly) [N
mam m
] [ /
[n] ] m

p

t2 is finally identified as ‘N’
if all of the documents are identified as ‘N’




Summary of our systems for FV

* Final RTE result based on initial RTE results

character
FV-01 . threshold sentence
overlap ratio
initial results for
FV-02 base-MC document
sentences

voting of initial

document
results for sentences

FV-03 base-MC
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System Validation

* Task to recognize whether t1 entails t2 for the
given text pair

* Requires RTE in various linguistic phenomena
related to entailment



System developed for SV

 SV-01

— System using SVM as the classifier
* SV-02

— System using Random Forest as the classifier
* SV-03

— System using Bagging as the classifier




Features used by our systems for SV

Surface features
Numerical expression-based features
Location features

Named entity features



Surface features

COS_Sim_Ww
COS_Sim_cC
jaccard _coeff w

lcs



cos sim w/cos sim c/
jaccard_coeff w

e Cosine similarity of content words

‘wl ﬂw2‘

COS  Stm W =
o,

* Cosine similarity of characters

‘cl M 02‘

|c)

e Jaccard coefficient of content words

w, ﬂw2

COS  Ss1m ¢ =

jaccard coeff w =

w, Uw2



lcs

* LCS, the longest substrings common to t1 and
t2, normalized by the length of t2

t1: 77 LAY THRFEILEETH D,
t2: D7AILRIRY T ZRAFE T HEITEETH S,

LCS
.

[cs =

30




Numerical expression-based features

numexp_exact
numexp_n2subset
numexp nlsubset

numexp_diff



numexp exact

* Whether all the numerical expressions in t2
are exactly included in t1

* Ranges

should be the same as those in t2

True

t1: AV TP RIF12/9~12/12|1ZFES NS,
t2:12/9~12/12MfE. REAHIET 5,

False

t1:12/11ZFLEUEREITS,
t2:RITE-VALIZCEE9 & F3kI(X12/10£12/11128H %,
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numexp n2subset

* Whether all the numerical expressions in t2
are partially included in t1

True

t1:RITE-VALIZCEE9 & F3kI(L12/10£12/11128H 5,
t2:12/11ZTLEUREREIT,

False

t1:12/11ZFLEUEREITS,
t2:RITE-VALIZCEE9 & F3kI(X12/10£12/11128H %,

33




numexp nlsubset

* Whether all the numerical expressions in t1
are partially included in t2

T t1:12/11IZTLEUHREITS,
SN 0 RITE-VALIZES T 2%k (£12/10&£12/1112H 5.

- t1:RITE-VALICEE9 & F3kI(X12/10£12/11128H 5,

False e IO o eyt
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numexp_diff

* Whether one or more numerical expressions
exist in t2 which do not match with those in t1

t1:12/91ZIXEVIAD A T7L U ADH o 1=,

UCER /11 - FL B REETS,

- t1:RITE-VALIZCEE9 ¥ 3k(X12/10£12/11128H 5,

False e IO o et

35



Location features

e |location

— Whether location names in t2 are also referred to
in tl

= t1:#AERIIRAZHIEL=,
W 1) 15594 SR (EEHEA LT,

-tl WHEEXERERELTLM-.

BRSNS ) Eiesan-RE EEIT EEERELE,
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Named entity features

* ne_n2subset
* ne_diff
* ne_cos_sim



ne_n2subset

 Whether all named entities in t2 are partially
included in t1

R 1 RXTF#—ZHiEL. BEERIEIERARN T
t2:fEERFERXTHR—ZBELTIV:,

-tlsz’ffE Bl BEEEXEARM T,

CECRN . o v —% B IEL T -,
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ne diff

* Whether a named entity exist in t2 which is

not included in t1

t1: X T#— ’EE?EL 5 B

t2 : 3 H

ERIFZE

SR

1=§(i5‘l’\ﬁ7ﬁ‘ﬁf:o

=Wl O fa

False

t1: R T#E—ZHB$EL. f&H
ERIIXRTH—ZBEL T,

t2 : 5 H

ERIIERARNOT-,
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ne_cos sim

* Cosine similarity of named entities

‘nel M neQ‘

COS S1m ne =
ne,|ne,)



Systems developed for SV

e SV-01
— System using SVM as the classifier
— Poly kernel is used
* SV-02
— System using Random Forest as the classifier
— Number of trees set to 150
e SV-03
— System using Bagging as the classifier
— REPTree is used as a base classifier



Formal runs in FV

System Macro F1 | Accuracy
NUL-JA-FV-03 (1st) 61.47 62.84
NUL-JA-FV-01 (2nd) 59.94 61.67
NUL-JA-FV-05 (3rd) 59.67 61.87
KSU-JA-FV-02 52.78 63.42
KSU-JA-FV-03 52.42 63.23
KSU-JA-FV-01 50.61 50.97
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Validity of documents selected as t1

* Degree of coincidence b/w correct t1 and t1

selected by each run or by TSUBAKI is

estimated
e Coincidence measured with all the correct t1

docs provided by organizers

System Precision | Recall | F-measure | MAP

FV-01 0.00783 | 0.00783 0.00006 0.00392
FV-02 0.01364 | 0.01957 0.00012 0.00740
FV-03 0.01364 | 0.01957 0.00012 0.00740
TSUBAKI || 0.01364 | 0.02677 0.00014 0.00854




Validity of documents selected as t1

* Degree of coincidence b/w correct t1 labeled
as ‘Y’ and t1 selected by each run or by
TSUBAKI is estimated

 Coincidence measured only with correct t1
docs labeled as ‘Y’ provided by organizers

System Precision | Recall | F-measure | MAP

FV-01 0.00801 | 0.00801 0.00006 0.00401
FV-02 0.01395 | 0.02003 | 0.00013 0.00757
FV-03 0.01395 | 0.02003 | 0.00013 0.00757
TSUBAKI || 0.01395 | 0.02739 | 0.00014 0.00873
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Example of missing documents

Remember that
the degrees of coincidence

in the previous two'tables
are estimated lower than those
with the truly correct documents




Formal runs in SV

System Macro F1 | Accuracy
NUL-JA-SV-04 (1st) 69.59 77.81
NUL-JA-SV-05 (2nd) 68.94 77.96
NUL-JA-SV-01 (3rd) 68.73 77.81
KSU-JA-SV-01 66.96 79.84
KSU-JA-SV-03 65.72 75.78
KSU-JA-SV-02 64.87 76.00

SV-01 : SVM

SV-02 : Random Forest
SV-03 : Bagging




Unoffical runs in SV

e After submitting the results of formal runs,

errors were found in calculating some

features used in SV subtask

e Corrected results are shown below

Runs System Macro F1 | Accuracy
KSU-JA-SV-01 66.96 79.84
formal runs KSU-JA-SV-02 64.87 76.00
(submitted) KSU-JA-SV-03 65.72 75.78
KSU-JA-SV-01-C 66.01 79.48
unofficial runs || KSU-JA-SV-02-C 63.80 75.56
(corrected) KSU-JA-SV-03-C 67.18 76.50




Ablation analysis

* Ablation analysis were carried out to clarify
the degree of contribution by each feature for
each run



Result of ablation analysis: SVM

Feature System Description Macro-F1 A
Baseline 66.01
Surface w/0 cos_sim_c 65.57 -0.44
features w/0 cos_sim_w 60.34 -5.67
w /0 jc_coef_w 63.18 -2.83
w/o lcs 64.18 -1.84
Location w /o location 65.98 -0.03
Named w /0 ne_cos_sim 65.91 -0.10
entities w /o ne_diff 66.01 0
w /0 ne_n2subset 66.08 0.07
Numerical | w/o numexp_diff 66.08 0.07
expressions | w/o numexp_exact 66.01 0
w /0 numexp_nlsubset 66.01 0
w /0 numexp_n2subset 66.01 0
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Result of ablation analysis: Random Forest

Feature System Description Macro-F1 A
Baseline 63.80
Surface w/0 cos_sim_c 63.43
features w/0 cos_sim_w 61.98
w/o jc_coef w 63.17
w/o lcs 64.60
Location w /o location 64.50 0.70
Named w /0 ne_cos_sim 64.51 0.71
entities w /o ne_diff 64.41 0.60
w /0 ne_n2subset 63.64 -0.16
Numerical | w/o numexp_diff 63.96 0.16
expressions | w/o numexp_exact 62.95 -0.85
w /0 numexp_nlsubset 64.70 0.90
w /0 numexp_n2subset 64.13 0.33
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Result of ablation analysis: Bagging

Feature System Description Macro-F'1 A
Baseline 67.18
Surface w/0 cos_sim_c 64.51 -2.67
features w/0 cos_sim_w 63.61 -3.57
w/0 jc_coef_w 62.89 -4.29
w/o lcs 64.40 -2.78
Location w/o location 66.91 -0.27
Named w/0 ne_cos_sim 66.31 -0.88
entities w /o ne_diff 67.18 0
w /0 ne_n2subset 67.18 0
Numerical | w/o numexp_diff 67.18 0
expressions | w/o numexp_exact 67.18 0
w /0 numexp_nlsubset 67.31 0.13
w /0 numexp_n2subset 67.18 0

o1




Discussion of ablation analysis 1

* High contribution by surface features
confirmed with any classifiers

* Low contribution by Ics observed, however, in
Random Forest

* |tis presumed that the values of Ics change in
a very wide range compared to other surface

features




Result of ablation analysis: SVM

Feature System Description Macro-F1
Baseline 66.01
Surface w/0 cos_sim_c 65.57
features w/0 cos_sim_w 60.34
w/o jc_coef w 63.18
w/o lcs 64.18
Location w /o location 65.98
Named w /0 ne_cos_sim 65.91
entities w /o ne_diff 66.01
w /0 ne_n2subset 66.08
Numerical | w/o numexp_diff 66.08
expressions | w/o numexp_exact 66.01
w /0 numexp_nlsubset 66.01
w /0 numexp_n2subset 66.01




Result of ablation analysis: Random Forest

Feature System Descimgs

LIV |\ jicates the tendency
Surface w/0 cos_sim_ S
features w/0 cos_sim_ dissimilar to SVM
w /0 jc_coef_
w/o lcs
Location w /o location
Named w /0 ne_cos_sim
entities w /o ne_diff

w /0 ne_n2subset
Numerical | w/o numexp_diff
expressions | w/o numexp_exact

w /0 numexp_nlsubset
w /0 numexp_n2subset




Result of ablation analy5|s Baggmg

Feature System Descy

B | dicates the tendency
Surface w /0 cos_sim ¢ e
features w/0 cos_sim_ similar to SVM

w /o jc_coef_

w/o lcs
Location w /o location
Named w /0 ne_cos_sim 66.31
entities w /o ne_diff 67.18

w /0 ne_n2subset 67.18
Numerical | w/o numexp_diff 67.18
expressions | w/o numexp_exact 67.18

w /0o numexp_nlsubset 67.31

w /0 numexp_n2subset 67.18
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Discussion of ablation analysis 2

Only slight differences were observed in macro F1 when
removing either numerical expression-based features,
location features or NE features with SVM and Bagging

Some of the macro-F1 and accuracy were decreased as
much when removing each of those features as when
removing surface features with Random Forest

Some of the numerical expression-based features, and
named entity features bear an inverse relation, where one
feature becomes ‘true’ when the other one is 'false’

— for example, a relation b/w numexp diff and numexp n2subset
Therefore, it was found that removing one of those features

didn’t help decreasing the macro-F1 or accuracy and
rather increased them




Discussion of ablation analysis 3

* Low contributions of numerical expression-based features,
location features and NE features compared to that of
surface features

* This is because the rates of document pairs including
missing values in these features were high in the test data:

— 28% in numerical expression based features,
— 40% in location features, and
— 72% in named entity features

e Actually, numerical expression-based features contribute to
the classification strongly in SVM and contribute
supplementarily in Random Forest and in Bagging, when
combining with other features such as location features
and NE features




Conclusion

e Described the systems and results by KSU team
e InFV

three systems were evaluated, each of which are based on character
overlap ratios, existence of entailment result ‘Y’, and voting of
entailment results

Didn’t achieve high recognition results. Lots of work to do including
features and classification methods

* InSV

three systems were evaluated, each of which uses different classifiers,
with surface features, numerical expressions, location and NE
features

Achieved the fourth place in formal run
Ablation analyses show that surface features are still influential

Appropriate introduction of more semantic features is necessary for
further improvement
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