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ABSTRACT
Comparative evaluation of Information Retrieval Systems
(IRSs) using publically available test collections has become
an established practice in Information Retrieval (IR). By
means of the popular Cranfield evaluation paradigm IR test
collections enable researchers to compare new methods to
existing approaches. An important area of IR research where
this strategy has not been applied to date is Personalised
Information Retrieval (PIR), which has generally relied on
user-based evaluations. This paper describes a method that
enables the creation of publically available extended test col-
lections to allow repeatable laboratory-based evaluation of
personalised search.
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1. INTRODUCTION
A fundamental and challenging activity related to Infor-

mation Retrieval Systems (IRSs) is the evaluation of their
effectiveness. The most common approach undertaken to
assess the effectiveness of traditional IRSs is to adopt a
laboratory-based method using the Cranfield paradigm. Fol-
lowing this methodology, researchers assess IRS effectiveness
via experiments on static test collections in a controlled,
laboratory-like setting. This setup ensures that evaluations
obtained by different research teams are consistently repeat-
able and enables different IR methods to be compared di-
rectly.

While this approach has proved invaluable in supporting
research into many IR tasks, in its standard form it has
shortcomings which prevent its use to support research into
Personalised IR Systems (PIRSs). The most fundamental of
these problems is that it ignores the concept of user context
in the evaluation process. Moreover, the standard collections
currently available for conducting experiments lack suitable
data to support the evaluation of personalised search. For
this reason, the evaluation of PIRSs has generally relied on
user-centred approaches, mostly based on user studies, i.e.
experiments that involve real users in a supervised environ-
ment. Although this kind of evaluation has the advantage
of accounting for the subjectivity of real users, it has the

significant drawback of not being easily reproducible.
Thus, the development of a publically available test col-

lection that enables repeatable evaluation of personalised
search would be beneficial to the IR research community.
Our work described in this paper proposes a novel method
for creating such a test collection suitable for extending the
standard laboratory-based IR evaluation methods for the
evaluation of personalised search.

The paper is structured as follows: Section 2 surveys cur-
rent approaches to evaluating personalised search, Section 3
presents the rationale behind our proposal for the genera-
tion of a personalised test collection, Section 4 describes the
design of the experimental process for gathering the neces-
sary data, and Section 5 concludes the paper with a brief
summary and outlook.

2. RELATED WORK
Recent years have seen increasing interest in the study of

contextualisation in search: in particular, several research
contributions have addressed the task of personalising search,
by incorporating knowledge about a user preferences into the
search process [9]. This user-centred approach to search has
raised the related issue of how to properly evaluate search
results in a scenario where relevance is strongly dependent
on the interpretation of the individual user. To this purpose
several user-based evaluation frameworks have been devel-
oped, as discussed in [10].

A first category of attempts to perform a user-centred
evaluation has provided a kind of extension to the laboratory-
based evaluation paradigm. The TREC Interactive track [6]
and the TREC HARD track [2] are examples of this kind
of evaluation framework, which aimed at involving users in
interactive tasks to get additional information about them
and the query context being formulated. The evaluation was
done by comparing a baseline run ignoring the user/topic
metadata with another run considering it. However, despite
these extensions, the overall evaluation was still system con-
trolled and only a few contextual features were available in
the process.

TREC also introduced a Session track [4] whose focus was
to exploit user interactions during a query session to incre-
mentally improve the results within that session. The nov-
elty of this task was the evaluation of system performance
over entire sessions instead of a single query.
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The method most widely undertaken to qualitatively as-
sess the effectiveness of PIRSs is user studies. During these
experiments participants are asked to report their subjective
judgements about the system’s performance by naturally in-
teracting with it. Due to the fact that different users are
involved in the studies, the experiments are not repeatable
and their outputs not generally comparable.

The lack of both a suitable test collection and a standard
approach to evaluation of personalised search is a limitation
to researchers. Due to this fact, our proposal is the defini-
tion of test collections, in the Cranfield style, designed to
evaluate approaches to personalised search; our proposal re-
lies on a data gathering methodology for building extended
test collections.

A first attempt to create a collection in support of PIR
research was done in the FIRE Conference held in 2011.
The Personalized and Collaborative Information Retrieval
track [5] was organised with the aim of extending a stan-
dard IR ad-hoc test collection by gathering additional meta-
information during the topic development process to facili-
tate research on personalised and collaborative IR. However,
since no runs were submitted to this track, only preliminary
studies were carried out and reported using it.

Our proposed solution is a more complete approach to
enhancing the evaluation process of personalised search by
making use of a laboratory-based approach and a person-
alised test collection.

3. PROPOSED APPROACH
Our test collection development method is designed to

take into account the issues encountered to enable current
test collections to be applied to PIR. The rationale behind
the design of our test collection development method is to
offer research teams a means to formally define a user pro-
file for PIR by providing accurate and tested information
sources about real user preferences.

Moreover, as researchers may be interested in the evalu-
ation of innovative personalisation algorithms, we also pro-
vide a simple keyword-based representation of the informa-
tion gathered about the individual users.

The test collection is designed to provide all the tradi-
tional components needed in a laboratory-based evaluation
experiment such as topics and relevance judgements based
on a reference document set. Since we wish to be able to
support a wide range of users with diverse knowledge and
interests, while creating a generally available test collection
for repeatable experiments, for our study we have selected
ClueWeb12, large crawl of over 730 million Web pages [1].

These standard elements are accompanied by a new set
of user-related information for modelling and introducing
personal context in the evaluation experiment. Specifically,
this personal information consists of:

• user personal information: including gender, age
range, native language, and occupation. This informa-
tion can be very useful for personalising and adapting
the search process to the current user.

• search logs: which contain the history of the user’s
interactions with a search engine. Search logs carry
information about both the user’s topical interests and
their search behaviour.

• the user’s documents of interest: provided as use-
ful and raw sources to extract topical user preferences.

Basic user profile representations in the form of bag-of-

words are also provided with the aim of offering a basic
model of the user’s topical interests.

All of the above contextual information is available for
exploitation in creating one or more profiles for the user.
Together with both the provided search topics and relevance
judgements, this can be used to conduct laboratory-based
evaluation experiments of PIRSs.

4. DATA GATHERING PROCEDURE
To set up the proposed test collection, we propose a de-

sign of the experimental process that aims at gathering and
producing the data needed for building the collection.

The collection procedure is divided into two phases:
1. data gathering: this involves a group of real users,

called participants, in a series of logged activities.
2. user profile representation: this consists of elab-

orating some of the information collected in the pre-
vious phase to create bag-of-words representations of
the participant user’s context.

4.1 Data gathering
The data gathering phase is performed by users in a con-

trolled way to ensure the quality of the entire process. Dur-
ing this phase a group of participants carry out a series of
task-based sessions and all their activities are recorded. A
task session takes place over 3 main phases: topic devel-
opment, final topic description, and relevance assessment.
These are preceded by the gathering of the user’s personal
information, such as gender, age, native language, and job.

Figure 1: Data gathering process

The workflow of a single task session is represented in Fig-
ure 1 showing the items of the personalised data collection
gathered during the complete process.

4.1.1 Phase 1.1: Topic development
The first phase of a task session is the development of

an information need or topic to enable the participant to
gain knowledge on a specific subject by performing searches.
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Since the main objective of the collection is to capture the
personal interests of the participants, this process of infor-
mation generation has been designed in such a way that it
allows for personalisation.

Search category selection.
The participant first selects a search category from among

a predefined set, such as art, books, movies, music, sport,
travel. Using high level search categories such as these allows
us to categorise the collected data and capture important
details about the user’s topical interests within their chosen
category area. After selecting the category the participant
is given a search task, which is an assignment that has to
be completed by finding information through an interactive
search phase using a provided search engine, we refer to this
as the “search session”.

Since the objective of this work is to collect a rich set of in-
formation about the participants and their interests, search
tasks have been defined based on examples of informational
and exploratory tasks [3, 8]. Users that follow this kind of
task are more likely to submit a good number of queries dur-
ing each search session than when they are given a task of
finding information about specific facts.

Another important characteristic of the tasks for this search
activity is that they cannot be either too specific nor too
vague. A task which is too specific may force participants
to search for topics they are not interested in; while a task
which is too vague may lead to confused and random searches.
Therefore, for this work the tasks have been defined to strike
a balance between being closely focused needs and those al-
lowing freedom of interpretation by the users.

A further desirable feature for the tasks is not to be linked
to current events or situations because the document collec-
tion derives from 2012.

For example, the following is one of the tasks assigned for
the search category travel : “You are a travel lover and it
is now time to plan your coming vacation trip. You have
always wanted to visit your destination (city or country of
your choosing) and now you finally the chance to do so. Find
out more about attractions you’d like to visit, accommoda-
tion options and how to get there, restaurants and pubs, etc,
and write a few lines about your findings.”

Search session.
After being assigned a task, the participant performs a

search session to gather information and complete the as-
signment. Therefore, a search session is an iterative activity
in search topic development to gain knowledge on the chosen
subject. A sequence of incrementally developing information
needs is generated, each of which is presented to the retrieval
system in the form of a query.

Knowledge is gained through this iterative process of query
reformulation and/or development and subsequent browsing
of retrieval results. During this process the participant for-
mulates any number of text queries s/he wishes and visits
all the documents s/he wants.

• Query formulation and retrieval: the participant
submits a keyword-based query to the search engine
and the system returns a ranked list of search results
using a ranking algorithm such as language modelling
[7]. For each result title, URL, and a preview snippet
are shown to the participant.

• Search result browsing: the participant browses the

search results by visiting any of the retrieved docu-
ments that they wish to and examining their content.
Additionally, the participant can bookmark the docu-
ments s/he wants to refer to later.

During each search session all interactions with the system
are recorded in a search log. The log contains events for:

• submission of queries,
• actions on documents and their rank:

– opening a document
– closing a document
– bookmarking a document
– unbookmarking a document
– opening a new tab
– scrolling.

For each event a timestamp is also logged. This enables
us to compute the dwell time on a document, which can
constitute important information when studying user be-
haviour. Moreover, bookmarks indicate documents that the
user deems important with respect to their search and wants
to be able to refer to later. This can suggest the user’s inter-
ests or perhaps the extent of their knowledge on the topical
area.

The search session ends when the user decides that s/he
has gathered sufficient information to complete the task.

4.1.2 Phase 1.2: Final topic formulation
During the second phase of data gathering the participant

creates a TREC-style topic description of the final topic,
where a final topic is the user’s information need behind the
last query submitted during the search session. The report
on the final topic includes “title”, “description” and “narra-
tive” fields, describing the information need by a phrase, a
full sentence, and a description of the type of content that
the user deems relevant and non-relevant to the topic re-
spectively. Additionally, it is required that the participant
submits a summary of her/his findings with regards to the
accomplished search task. This is done to give the partici-
pants a concrete goal and to ensure reliability of the collected
material.

These topic descriptions are then used as test topics in
laboratory-based evaluation experiments.

4.1.3 Phase 1.3: Relevance assessment
The final phase of the task session is the relevance assess-

ment, where the participant is asked to judge the relevance
of a set of sampled results for each topic that s/he has de-
veloped during the search session.

During the relevance assessment phase the participant is
shown each query s/he has submitted and a set of search
results sampled from a corresponding set of results for each
one. The set of results for assessment is selected from the
results produced by multiple retrieval algorithms using a
stratified sampling method called 2strata strategy [11]. This
method ensures an exhaustive assessment of the small initial
stratum for the ranked retrieval list for each retrieval method
and a moderate assessment of the second stratum.

For each query a final set of results for assessment is made
of:

• all the documents in ranks 1-10 (first stratum),
• 9 random documents in ranks 11-100 (10% sample of

second stratum),
• all clicked documents for the query.

The inclusion of the visited documents in the assessment set
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allows us to gather additional important relevance judge-
ment information of these documents.

The participant expresses the perceived usefulness of each
sampled document to the information need specified in the
query according to the following 4-point relevance scale:

• off-topic: the document subject has nothing to do with
the current topic;

• not relevant : the document subject is related to the
current topic but its content is not useful to the par-
ticipant’s information need;

• somewhat relevant : the document subject is related to
the current topic and its content is slightly useful to
the participant’s information need;

• relevant : the document subject is related to the cur-
rent topic and its content is useful to the participant’s
information need.

It is assumed that documents not included in the assessment
set are not relevant to the topic.

Using a 4-point scale enables us to evaluate search in terms
of graded or binary relevance, in the latter case by converting
to a binary scale.

4.2 User profile representation
Once the data gathering process is completed, the sec-

ond phase of the experiment is performed without any user
participation. The output is a set of basic formal representa-
tions of the users’ topical interests for each completed task
session. These representations can potentially be used as
information for the creation of user profiles by researchers
interested in evaluating personalised search algorithms.

Information to construct these basic representations of
user’s interests is the set of documents that the participant
has assessed as relevant at the end of the task session. The
use of these documents as information sources ensures that
the model accurately represents the user’s interests.

The approach chosen to model the user context is the
bag-of-words representation defined as a set of words with
associated weights representing the importance of the words
as descriptors of the participant’s interests. The computed
weight for each word is the term frequency in a document
defined as the ratio of the number of occurrences of the term
in the document and the number of occurrences of the most
frequent term in the document.

The choice of representing the information at the task
session level has been made to provide flexibility in the data
collection. In fact, this user representation contains all the
information needed to generate the model over a different
time period through aggregation or to use a topical domain
filter.

5. CONCLUDING REMARKS
The idea proposed in this paper is a first step towards the

adaptation of a laboratory-based approach to the evaluation
of Personalised Information Retrieval Systems.

The newly defined reference data collection enables the
adaptation of the standard laboratory-based approach used
for classic IRSs to the evaluation of PIRSs. This approach
has several advantages over previous attempts; in particular
it eases the work of researchers that want to conduct evalu-
ation tasks by providing both raw user contextual resources
and predefined profile representations. Moreover, the use of
a laboratory-based approach allows different research groups
to reproduce and compare evaluation experiments.

Having designed the data collection strategy, the next
stage of our work will be to run the data collection pro-
cess. Once completed, the collected data will be processed
and organised in the form of a personalised collection as out-
lined in this paper. To validate the utility of the collected
dataset, an initial set of experiments will be carried out with
a standard state-of-the-art tool for Information Retrieval.
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