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ABSTRACT

The phenotyping task of the NTCIR-12 MedNLPDoc THdkKs a

multi-labeling task retrieved from Japanese medieabrds. The
team-Nikon participated in this task and proposetewa method
that assigns the ICD codes by using InformationriRed! (IR)

and reduces the magnitude of mistaken coding hygusiachine
learning. When evaluated on development set, owstesy
achieved F-scores of 29.2% and showed an effdessfmistaken
coding compared to the IR method. On the other hanthe test
set, the effect of IR method is higher than the loioed method of
IR and machine learning.
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1. INTRODUCTION

There are various natural language processing (NtRyed tasks
(contests, competitions, challenge evaluations, ticati
assessments)’ to encourage research on medicaimaion
retrieval. For example, the Informatics for Integrg Biology and
Bedside (i2b2) [2] by the National Institutes ofdité (NIH) is
the best-known medical-related shared task an&ti#eRe/CLEF
eHealth Evaluation Lab [3] is an organized Europesedical
shared task. NTCIR-10 MedNLP task [4] and NTCIR-11
MedNLP 2 task [5] are shared tasks, evaluatingtéicenologies
that retrieve necessary information from medicpbrés written in
Japanese. These tasks include three sub tasks,lynaendty
removal task (de-identification task), medical tezrtraction task
(complaint and diagnosis), and normalization ta€kD( coding
task). We participated in task-1: phenotyping taskiedNLPDoc
in NTCIR12.The goal of this task is to assign Intgional Codes
for Diseases (ICD) from the text in medical recorfZD is the
standard diagnostic coding system, which is maiethiby the
World Health Organization (WHO). The latest versa@nICD is
ICD-10,which consists of codes with first alphabeind several
numbers. The developed system in this task carmttjirsupport
an actual application for daily clinical serviceglacan be used in
many other areas of clinical studies.

Toyoharu Sasaki

Nikon Corporation
Toyoharu.Sasaki@nikon.com

In this paper, we have described the related wiorl&ection
2, and have proposed our method in Section 3. We peesented
our results in Section 4 and the conclusion ofstiuely in Section
5.

2. RELATED WORKS

This task is considered as a multi-labeling tastabee of the its
goal is to assign ICD-codes against per medicalrcec

Against multi-label problem, Berger [6] proposethathod that
uses the convolutional neural network (CNN) andumemt
network with a gated recurrent unit (GRU) for higperformance
than other methods. Recently, CNN and GRU have egain
attention in machine learning field, which ustso million
documents and 1000 potential labels of BioASQ @majé [7] as
training data.

On theother hand, the training corpus provided by the NRFC
12 MedNLPDoc task consists of 200 individual mebiezords
and 552 code types, and the average number of pedescord is
3.86. Thus, the difference in the training datee dietween the
method proposed by Berger [6] and the NTCIR-12 MegéDBoc
task is in four digits. The data size of both NTEIR
MedNLPDoc task and NTCIR-11 MedNLP2 [5] task-2 sirailar.
The task of adding ICD-10 code to the medical tétraining
documents: 102, ICD-code mentions (<c>tag):339%if8%imilar
to the task in which we participated. In the stiagyFujino et al.
[9] , the proposed method was used for increadmegttaining
data, which included not only the annotated medédmmtument
sets provided by the organizers but also the diatip pairs of
medical terms and ICD codes. Moreover, the onesssapproach
with logistic regression was employed, and manyewtiR
methods were proposed. The IR methods includedsé¢aech of
the nouns as queries by using the dictionary oficaéterms and
ICD-codes. For example, the method proposed by iKdtual.
[10].The case of medical records includes thesas extract
match, assigned ICD-codes, and the cases of alpaudich. The
filter is applied by the using the features of noadi
terms(prefix/suffix and construction). Fujino et @] and Kikui et
al. [10], focused on assigning the ICD-codes arndomoreducing
the misjudged assignments.

NTCIR-11 MedNLP2 task-2's data have already bedel&d
as complaints and diagnosis region in the mediesonds,
whereas the task’s goal is to assign the ICD-1@sadjainst the
region. In contrast, the goal of this NTCIR-12 MédNDoc task
is to assign the ICD-codes against the medicalrdscd herefore,
the misjudgment in MedNLPDoc task risk is highearttthat in
NTCIR-11 task-2.
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3. PROPOSED METHOD

In this task, a training data set of medical resagltaken from
“ICD Coding Training, Second Edition”, written iraganese for
training Health Information Managers (HIMs) [11hdathe ICD-
codes are assigned based on the coding policy stghis medical
records.

3.1 Coding Example

There are few cases that are not coded under I@Bsco
despite the medical records including the medmahs (Figure 1,
2). For this study, there are two supposed casesse-1l) the
medical record includes the negative expressiorutabwedical
terms, and (Case-2) not code based on coding policy

(a)lnput

<data id="26" sex="m" age="38">
<text>
3 W AR BERNEHERRE &L ICIRE
nr%\_":f:"bk ABE, HORZENHET 5,
?iw BRI TEHER DT R &4 0 )x

. {k’j’?é:HEUMzk b YR L 72 To
Wf;li‘ﬁﬂw CABt& 225, BEHDOKE, W
B, VKT, Ty e Es EoRER
MO R 2 e W AR, MR ETT
-7z ﬂu;ri\ H)J'INH'/E[;@#I ifﬁl:hi(}%ﬁ/mﬂi
KANARRD I DI, FEE R OWMeE 2 M &
BT,

</text>

(b)Output

<icd code="M331"3 i 7 PEH]
<ficd>

<icd code="R749" #1175 % 25 {7 4

Figure 1: Medical record sample(Case 1)

(RIS

L <ficd>

(a)Input

<data id="66" sex="m" age="45">

<text type=RE{1/HE">7a L

2005%1AH 1 H¥IRID B K H e & 78
FHEAT D bER L.

2130 M2,
BN D G 6 .
25 H HifEEEOZWHIZ TYEBEREI ARE.
</text>
(b)Output

<icd code="A150"#ififfZ</icd>
Figure 2: Medical record sample(Case 2)

Figure 1 denotes a sample of the medical recordg@ This
record does not code the ICD-code about the metheal (¥
£\ ), despite it being mentioned in the record. bésause the
details include negative expression about the naédisem (&

IR B 7e 0y > 7= H3"). Figure 2 denotes another sample
of the medical record (Case-2) in which the medreglord is
written as W&#", but there is nothing coded under ICD-codes
about "&¥%".As per the coding policy written by Aramaki et al
[1] , we should only code diseases or treatmenidich are
observed in a medical facility or where the codalobgs. "% /%”
is found in the other hospitalf(tfz")

3.2 System Overview

An overview diagram of our system is shown in Feg8rFirstly,
the system retrieve medical terms in the medicaineas queries
by using ICD dictionary, which consists of pairsneédical terms
and ICD codes (assignment). However, the systeltu@ss more
likely errors ICD-codes by using machine learning.(filtering).

medical records

assignment -IR approach
filterin -logsistic regression
g -CRF
ICD 10 code

Figure 3: Method design
3.3 IR approach

To assign ICD-codes, we first excluded the detHikhe
family histories from the medical records, followeglreplacing
the abbreviation of medical records with the repthmedical
terms by using the dictionary that consists ofgafr
abbreviations and medical terms in WikipédiEhe system then
retrieves the medical terms in the medical recod assigns ICD
codes by using the dictionary consisting of medigans and
ICD codes ( MEDIS Standard Medicine Mastersd MEDIS of
synonyms and provided by the annotated data ofIRTC
MedNLP task [5]) . The prefix string or suffix stg of medical
terms were deleted to prevent the retrieval omisaitd execute
the partial matching. Sometimes, terms retrievethfthe medical
records include common strings, for exampl /5" and “Bf
JK”.In this case, we were assigned to extract a longed,
preferentially similar to the term extracted in #tedy by Nomura
etal. [12].

! https:/fja.wikipedia.org/wiki/
2 https://www2.medis.or.jp/stdcd/byomei/index.html
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3.4 Filtering

In this task, we have applied two kinds of filteyito work on the
sample medical records described in section 3.8¢aand
Case-2). They are (a) focus on modality in theeser#, and (b)
focus on the misjudgment in coding in the trainitaga.

3.4.1 Filtering-1 (modality detection)

In this section, we detected some modality expoeskir filtering
as sequential labeling problem in the medical sor
Conditional random field (CRF) is a type of statiat modeling
method, which is used in sequential labeling pnobdend various
other NLP tasks [13] [14]. In this study, we useRFg+
distribution as a tool of CRF, NTCIR 11 [5] and GBKmmy

‘SURE’ code; when two or three coders added coslesnsidered
as 'MAJOR’ code; and when at least one coder adddds is the
‘POSSIBLE’ code (Tables 2, 3, 4).

We tried three method, Method-1:IR approach,MetAotR
approach+filtering-2, and Method-3:IR+filtering- Ifitering-
2.The performance of this phenotyping task wassaeskusing
the F-score g =1), precision, and recdll6]. Precision is the
percentage of correct codes found in the parti¢ipaystem ;
recall is the percentage of codes present in theusahat were
found by the system; and F-score is the harmonannoé
precision and recall.

Electronic Health Record Text Data (GSK2012-B8 corpuses.
In these corpuses, the symptom and diagnosis dedeigressions

were marked as <c><\c>(c-tag), and the words andsgls were
suggested as the modalities of the symptoms. Wk tusekinds

of modality, i.e., symptoms that are not recognited

modality="Negation”>) and disease of patients’ fgnmembers
(<c modality="Family”>). To utilize the CRF, we coerted the

texts into word in IOB2 representation format asddiMecah
one of the major Japanese morphological analyaehtain
morphological features. The morphological featunetided parts
of speech, inflected forms of word, and script g/fidiragana,
Katakana, Chinese characters, or symbols). If tdical term
recognized the modalities in medical records bpgisi
morphological classifications, then we did not @sdiCD-codes.

3.4.2 Filtering-2 (coding possihility)

To extract the cause the discriminating error altBD-code, we
first executed the IR approach of section 3.3 ajdlre training
data (MedNLPDoc_TRAIN_v5.xml’) that was provided by the
organizers. The case assigned ICD-code is notrthetated one
from the training data, hence, we calculated thergin the ICD-
code (g,c,,...G). These codes defined that the error appeared ove
five times in the training data set. Moreover,applied logistic
regression model to classify these codes. Thetlogiagression
model is a type of method that predicts one of ddpet variable
(0 or 1) from one or more independent variable$. (M used
open source software LIBLINEARand medical records assigned
by IR approach in training data. In the case ofesily assigned
record annotation is 1 abouyt otherwise the annotation is 0.
Moreover, to extract the features from medical rdspthe first
noun words were analyzed by using Mecaliter excluding the
stop words from the records, the important wordeevextracted
from the words by calculating TF-IDF (Term Frequgnc
Document Frequency) weights.

4. RESULTS

We evaluated the proposed our method between thedagenent
set and the test set provided by the organizeisi€Th 2, 3, 4).
The development set from the training data seivisied into data
set for training and evaluating. Nearly 20% of #fiehe data set
were used as evaluating data(Table 1). The testadeusisted of
78 clinical texts, and 3 professional human codeded codes.
The case in which all the coders added the codemisidered as

8 https://taku910.github.io/crfop/

4 http:/Avww.gsk.or.jp/catalog/gsk2012-d/
5 http://taku910.github.io/mecab/

5 http:/iwww.csie.ntu.edu.tw/ cjlin/liblinear/
" http://taku910.github.io/mecab/

develsgment precision recall F-score

IR 23.7% 29.5% 26.3%

IR +filteing-2 30.7% 27.7% 29.1%

'ﬁ’;”ft"etrei;'g?'z' 30.9% 27.7% 29.2%
Table 1: Result (Development set)

t(igﬁ? precision recall F- score

IR 22.3% 47.0% 30.3%

IR +filteing-2 26.7% 25.6% 26.1%

'i;”ft'grei:]'g_gz' 26.5% 25.3% 25.9%
Table 2: Result (Test Data: SURE)

(tmg?)tg) precision recall F- score

IR 40.2% 48.7% 44.0%

IR +filteing-2 39.3% 23.2% 29.1%

'R“;”‘;'gﬁrr]'g%'“ 39.1% 22.9% 28.9%
Table 3: Result (Test Data: MAJOR)

(ptoegs?gtf E) precision recall F- score

IR 48.0% 31.8% 38.2%

IR +filteing-2 48.4% 15.0% 22.9%

'R;'”ft'gfiﬂgf’z'“ 48.3% 14.9% 22.8%

Table 4: Result (Test Data: POSSIBLE)

The effect of filtering of the development dataisetethod-2
and Method-3 was found to be higher than that ithidé-1. On
the other hand, the effect of using the test setwea shown. The
recall of test data set in Method-1 is the highttstrefore, correct
assignment data was excluded from the data seidea¥or
filtering.

5. CONCLUSION

In this paper, we outlined the methods used foaiobtg our
experimental results for the team-Nikon and disedsthe
derived results. In this development set, we shotlieceffect
of less misjudged coding. Contrastingly, we did siobw the
effect in the test set. The performance in this/jgded method
may be improved by analyzing the incorrect codéhm test
data.
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