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ABSTRACT

Technology is the tool that is being used in the
various sectors of life and medical is one of them.
Electronic medical records (EMR) are now
widely used instead of physical documents.

This paper aims to achieve continuing challenges
of MedNLP task series in NTCIR-10 and 11. In
these tasks, it already attempted named entity
recognition (NER) and evaluated the term
normalization technology from medical reports
written in Japanese, whereas, this task are more
advantage, practical and closer to reality
application for the medical industry. This task
divided into 2 subtasks: (Task1) Phenotyping task
requires giving a standard disease names from
given medical records, (Task2) creative task to
make up ideas to utilize resulting products in the
real world. This paper focuses on using tag of
speech and improve NER to correctly get
sequences of words string in order to achieve the
ICD. The experimental result has not shown quite
high performance (precision major: 9.6%, recall
major: 4.4%, F-measure major: 6.0%). However,
it strongly shows a promising result from an
international non-speaking Japanese group.
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Subtasks:
(1) Task1 (Phenotyping task)

1. INTRODUCTION

There is no doubt about electronic medical
records are replacing paper documents since the
importance of technical development for
analyzing given information increases rapidly.
Therefore, the needs of applying communication
technology in medical areas are strongly
increasing by years.

To improve and support practical tools for the
medical field in the future is one of the main
goals of this project.

To process a significant number of documents
and gain information about it costs lots of time
and workforce. To solve that problem, we apply
natural language processing in the medical
document to automatically gain information as
well as analysis them efficiently.

The main methodology relied on a classical
method, which was applied NTCIR-10 and 11.

In the Phenotyping task, by applying tag of
speech and named entity recognition to get the
sequence of related words as known as keywords
and search in ICD-10 and research sequence of
keywords in training data to get the best match
ICD.

The experiment result has shown a low
performance (precision major: 9.6%, recall
major: 4.4%, F-measure major: 6.0%) because
common diseases matching the sequence of
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keywords more than a correct disease, this leads Testing data: 78 samples
to the low precision and recall. To reduce that

mistake, group improve searching engine but (a) Input
strictly select ICD based on repetitive words <data id="11" sex="FEMALE" age="21"><text
references ICD description and training data. type="BE{EFE">
This paper analysis the mistake leading to low 7 LI F 1R,
result and method to improve performance. In 151 7% ; BEREE
addition, it shows evaluation method, future 18 ; ER.
work, and conclusion. 19/ ; 5D, 5lECE), BE,
</text><text type="ZK&xE">
HR ; SME.

R, a8, §; BAEI’YLOEID S,

2. TASK & MATERIALS < /teXt><teXt type="1RfmE">

1.1 What is ICD Code RE2EL (158) NEBR2EE (1 78)
The International Classification of Diseases X CIRANRD PR EEDIEESD D,
(ICD) is the standard diagnostic coding system BR3IFE(18®). BEDAFLAPERAL
used in many countries for epidemiology, health QT ANEETERERKICE > T,
management, and clinical purposes. ICD is used RABEOZEANSNCEICLIDESEREEDLDIC
to monitor the incidence and prevalence of 23,
diseases and other health problems, proving a RZCAZREM[MEPL > TRUNBMA OISR
picture of the general health situation of countries <D, BEICSIETEDAEICRS,
and populations. ICD is maintained by the World BEICT—HPFERTLIRENGE, Ko
Health Organization (WHO) within the United HINENTERLS R DT,
Nations System. BRIcEOEMHS Z &N o T,
. . —HHRBEETHEICQDEREGITIRELLE > T,

In the latest version of the ICD coding system, NS m=in
ICD-10, each ICD code consists of a single g 00 456 Hi=SHIARE. o
alphabe’t prefix and two digits of numbers. In 22 LEEAREE I:\\T JAO—SNTEEN,

dditi hese three characters that ) ) 12 AEXDEREENESR), FRICKER
addition to these three characters that represents a (o k) EREEERC LTAE LTS,
major classification, more detal}eFl cla551f1€351.t10n ZOBEERSEAR . EEIC TR
can be represented by several digits of additional Eh 3.

numbers as a suffix, up to six characters in total.

: . ot </text><text type="IRTE D FK">
Because the major categories are limited to 21 P "

. : o B SE </text><text type="APzBFIRE">
sections, the major categories include a set of EEECIYIC L 3D EOH ).

similar diseases. <Jtext><text type=" IS EB">
ABTEF, AREE D76, ZROEFCTERIY

1.2 Data Example FO-ILERB,
Table 2.1 presents data formats of training data ZJJ.:'_ Z‘- —C: BANOHA (FEL) ’&:ﬂ%ﬂﬁﬁ'é TELD
and testing data as following. RAIRUTEANIRTE 3L DICED,

ABRZIZBEITEIIH#SNT . BEIEETTL
RBBRELUICEC 3, BREEE. DDORELE

File name Available formats CE LTE1,
Training data 172.7kB UM L. BRrEPEROZ EICHTTIARLIIE D
TL\3,
Testing data 137.5kB SEIIPRTAO- LD ETEBRER ST,
Table 2.1. Data formats table </text>
(b) Output

Training data: 200 samples
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<icd code="F508"/>

<icd code="F329"/> Figure 3.1 Proposed architecture

Medical Information

System Development Center (MEDIS-DC) in The outline method of the design illustrates as the
Japan figure 2 below. The architecture design is divided
and corresponding with ICD-10.<icd into four main processes as

code="7915"/> (1) Using a Japanese morphological analyzer —
<icd code="F510"/> Kuromoji[ 1], an open source application

<icd code="F411"/> supporting part-of-speech tagging to assign word

categories such as nouns, verbs, particles

Figure 2.2 Coding example = n
adjectives,...etc. To extract named entities, we

In the example , given patients current utilize Conditional Random Fileds (CRFs)
symptoms, historical record, family disease (Lafferty et al.,2001), undirected graphical
record and testing lab result. Based on those models used to calculate the conditional
information, the correct ICD match are F508, probability of values on designated output nodes
F329, 7951, F510, F411. given values assigned to other designated input

nodes[2], in order to gain optimal performance.

(2) To match ICD-10 codes on medical records,

3. METHODS we calculated string similarity between given
3.1 Proposed architecture keywords we found in step (1) and all diseases in
Hyo Hyun-Byoumei Master, a medical dictionary
Input published by Medical Information System
Development Center (MEDIS-DC)[3]. For each

disease name in the MEDIS-DC as a
corresponding ICD-10 code.

Tag-of-speech
tagging

(3) Double checking the matching ICD-10 codes
by using training data sets. By applying edit
distance similarity in both training and testing
NER data, we scanning all keywords in training data
sets compared the best match in target words and
get the best fit for each ICD-10 code.

Keywords (4) Summing result from (2) and (3) fulfill it in
/ — Double final ICD list
- check
1.3 Evaluation method
MEDIS Training data The result of Phenotyping task as shown as the
following table.
Project Precision |Recall F
List of ICD List of ICD major major major
Verl 3.2% 7.2% 4.4%
Compare Ver2 9.6% 4.4% 6.0%
ICD Table 3.1 Phenotyping task performance

Performance of the coding task was assessed
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using the F-score (f=1), precision, and recall [4].

The performance is not quite good for the first
version project because of the common disease
terminology occurs in the sequence of keywords
that leads to incorrect ICD. To solve the problem,
we use training data and MEDIS as references to
select correct ICD. As shown in version two, the
result is improving.

Compared to other work, this is not the best
performance but it is a potential work and we
strongly believe that, in the near future this work
can be done with a better result.
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4. FUTURE WORK AND CONCLUSION

In the Phenotyping task, it is difficult to match
ICD in a high accuracy. By using an exact
matching method based on ICD-10 and MEDIS
with the reference of training data, the
performance increases but it is still far away from
a final approach to applying in the medical
industry. To make this is happening, this project
have to mainly focus on matching methodology
correctly.

Moreover, once it improves the result, we can
think in a further direction, for example, each
patient has an ID code and all of the changes,
historical disease records, medical treatments all
stored as a patient database ID code. In that way,
doctors and patients both can access their
medication history to check their health. From
my opinion, there will be no way to stop
technology develop in medical fields.
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