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INTRODUCTION

« Short Text Conversation (STC) Task

v'Retrieve suitable replies from a pool of tweets
— System’s output = Ranking of replies

v'System design : Input — Text (similar to input) — Output (reply)

Corpus

The most similar tweet  Actual reply
Input post (a set of tweets)

- —_—

L L

Similarity Calculation

Did you finish your homework?

v
Have you got the homework done?

Return the text as a reply to input post

Not yet.
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METHODS

« Weighted Text Matrix Factorization (WTMF)

v'Simply models the text-to-word information without leveraging the
correlation between short text.

v’ X: term-document matrix (row: document vector, cell: TF-IDF value)
— Factorized into two matrix such that X = PTQ (where P € RKXM ( € RK*N)

D Wii(Pi- Q.5 —Xiy) + APl + M@l D X ©

U

ij X P!

, 1 (if X, #0)

W, (if Xi.,j _ 0) Source : Modeling Sentences in the Latent Space



METHODS

 Word Embedding

v'Generate word vectors using a neural network
v'Liner operation between words is possible

(ex: "king”-"man”"+"woman” = “queen”)
v'Adopted the implementation known as Word2vec tool

—  Qutput: low-dimensional vector representing words

INPUT PROJECTION OUTPUT

w(t-2)

w(t-1)

SUM

S —— w(t)

wi(t+1)

N

w(t+2)

Source : Efficient estimation of word representations in vector space



METHODS

e Learning Post-Comment Pairs using Random Forest

tweet pair set
post comment A

. = |, w2

A600000,0 “°° @a600000,200

Randomly sample
300,000
positive/negative

t examples

Reduce the dimension of

tweet vectors to 100
using SVD

Random Forest

Training

Decide if an input pair is likely post-comment



METHODS

e Combination of Random Forest and TF-IDF

tweet set
woutpost| =TT -

Combine probability output by Random

N \ Forest and the value of TF-IDF
Probability: 0.89 ms; A) Random Forest — TF-IDF
Tweets have the probability more

than 0.5 — TF-IDF

B) Random Forest + TF-IDF
Sum the probability and TF-IDF
(cos similarity) value
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DESIGN OF CONVERSATION SYSTEM
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- XPERIMENT

e Setting

v'Goal: Evaluate a ranked list of potential replies to an input tweet

v'10 annotators assigned a score to each reply (tweet)
— score: +2, +1,and 0
— The larger score the tweet has, the better reply it is!

v'Evaluation criteria: nDCG@1, nERR@5, and Accuracy

— Each method has a value between 0.0 and 1.0 using these criteria
— The larger score is better

Name of method Technique
Oni-J-R1 @®Random Forest — TF-IDF
Oni-J-R2 (®Random Forest + TF-IDF
Oni-J-R3 (OTF-IDF
Oni-J-R4 (3®Word2Vec — TF-IDF
Oni-J-R5 @Weighted Text Matrix Factorization 1
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RESULT

Result of experiments
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DISCUSSION

Mean of labels for each rank

rankl rank2 rank3
Order

=#=0ni-J-R3 ((DTF-IDF) =&=0ni-J-R5 (2 WTMF)
Oni-J-R1 (®RandomForest - TF-IDF) =®=0ni-J-R2 (5)RandomForest + TF-IDF)

rank4

=*=0ni-J-R4 (3)Word2Vec - TF-IDF)

Figure 8: Mean of labels for each rank

rank5
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DISCUSSION

Table 2: Effect of R1 and R3 due to the number of characters

input 0 < # of characters < 20 20 < # of characters < 40 40 < # of characters < 60 60 < # of characters
system R1 R3 R1 R3 R1 R3 R1 R3

rank1 0.810 0.587 0.424 0.408 0.376 0.279 0.350 0.350
rank2 0.860 0.793 0.722 0.709 0.703 0.685 0.691 0.644
rank3 0.503 0.550 0.401 0.328 0.371 0.365 0.375 0.341
rank4 0.583 0.670 0.731 0.749 0.694 0.732 0.775 0.806
rankb 0.227 0.600 0.359 0.417 0.471 0.356 0.397 0.294

( Oni-J-R1: ‘Random Forest — TF-IDF’, Oni-J-R3’s method: ‘TF-IDF’)
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DISCUSSION(2)

Table 3: Example of replies generated by Oni-J-R1

Input post

7AR—HOBE)TIVET !

Thank you for following!

CH662%2, BORLVHEEBRZODVBE)TIVELLD IALSBHEOLET !

rank1 Thank you too for sharing the nostalgic photos! Keep in touch.
RTHNBETTD) 740 =3 T EFEL!
rank?2 Thank you for retweeting. I had followed you!
BRALZI V) SELHLIBHECL £ !
rank3 Good night. Wish we’ll have fun together!
BEd, 8P TALIV, I->Z(SHrOEHKL!
rank4 Going to bed. Good night. Gotta work from today!
Ao i)
rankb hmmm...

( Oni-J-R1’s method is ‘Random Forest — TF-IDF")
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DISCUSSION(3)

Table 4: Example of output from Oni-J-R3 and Oni-J-R4

Input post LINEfEZADTHDHAAIEZZ 2L TERBHWL X7 !
Cannot use LINE now. Please contact me via Twitter!
Method R3 R4
rank1l LT AV Y Mo e o B A T— ! PC T &) B THrhWRBRETHEL LD T5ATAITIUI VW K
WETOHECRATT?
Let me know your account! I’'ve just created one. It should be satisfactory unless you process high-resolution im-
ages that require PC-like performance.
rank2 LINEfEZ 2 K9 ko7 ? A—, 23 AV THEZTREREDORFIZ S HEATS K, HICHE
25, IFTRETE, RDYATDA?—F 7 VAT D cpu B3
256 ZNTHMICIEZ 2HAEPSEEL T, bHIAY—F7 %
YOI AR 57259
Has LINE recovered? Most functions in PCs are already covered by smart phones,
although they are just functioning... They should be actually
usable with the next 8-core CPU for smart phones.
rank3 NYIAVOLINEYYTLTELL! ) BELEFLELET ! | BRETPEHRICRC VAL T, BAF v v XSMTES L)1

LINE app for PC is hard to use... Get me a cell phone!

BoleDTEDRDEP EFVECICE v ¥ ¥ 7 251d 2w

I cannot figure out how to organize my party for online campaign
as I've been playing alone...

( Oni-J-R3’s method: ‘TF-IDF’, Oni-J-R4: ‘Word2vec — TF-IDF’)
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SUMMARY

* In this study, we compare the conventional methods to handle short text.
 \We use unsupervised methods to generate vectors

 \We also use supervised methods to learn if a pair of tweets can be a post-
comment pair.

« As the result of the formal run in STC, @WRandom Forest — TF-IDF
outperformed other methods.

« The method using Word2vec shows interesting results in some context,
however there is room for improvement in this method.
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APPENDIX (1)

 The way of Word2Vec — TF-IDF

1. Extract nouns and verbs in an input post

2. Extract 20 most similar words for each noun and verb using word2vec
3. Search tweets containing these words in the corpus
4. Generate the reply list from these tweets in the same manner with QTF-IDF

“finish”

1. 1 “end”

ot d
yourhomework ? rank | word

20 “close” | 1 “assignment”
2 “work”

“complete” “homework”

—

20 “question”

Have you got the
homework done?

4. Generate
I've finished th? reply !ist
today’s work. using cosine
similarity
candidates 20



APPENDIX (2)

 Method of Generating the reply list
v'We use the relationship of a pair of post-comment in Twitter.

v'Why is the similar tweet itself included in the reply list?
— Because the similar tweet can be useful as a reply in some context.

For example:---

Post : It is pretty cool in Hokkaido today.
Comment : Summer is the best season in Hokkaido.

v'In this case, the direction of post-comment can be reversed.
Thus each tweet can be a reply for an input post.



