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Intuitions: 
Time-series data of queries on Google Trend is a good 
indicator to show how users’ interests of queries change 
over time. However, the disadvantage is following:

Subtasks: 
  Temporal Intent Disambiguation (TID).

Runs & Results:  
1. The 3 runs submitted by WIS group: 

1. What is the effects of features in 3 runs?

2. Results overview of our submitted runs according to the 
official evaluation metrics.

2. What is the impact of temporal features generated from 
Wikipedia page views?

Ablation study of our submitted runs according to the 
official evaluation metrics. 
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Abstract: 
  Our approach focuses on the question of whether 
temporal signals, extracted from publicly available, 
external data sources (in this case the Wikipedia 
page view stream), as features in a machine 
learning setup are beneficial for this task.

Features are extracted from query content, temporal 
expressions and time-series data of Wikipedia page 
views of best-match concepts

Results Analysis: 

3. What is the impact of predictor choice (regressor v.s. 
classifier) ?

• WIS-TID-E-1: 227 query-content features, PCA 
with 50 components, Ridge regressor. 

• WIS-TID-E-2: query-content features + time-series 
features, PCA with 50 components, Ridge regressor. 

• WIS-TID-E-3: 227 query-content features, PCA 
with 100 components, SVM with RBF kernels.
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Methods:

Probabilistic classification: Query with 4 temporal intents 
(P=x1, R=x2, F=x3, A=x4) is transformed into 100 sample 
with single intent setting:  

Mapping queries to Wiki concepts: Only the best-
match concept is leveraged as we consider it to be the 
best representative of the entire query.

Atemporal intents are 
estimated as Future intent

Verb tense plays an important 
role in the prediction.

Run 3 performs better in 2/3 of queries.

Queries that WIS-TID-E-2 outperforms WIS-TID-E-3

• MAE and Cos Sim 
show similar trends 
in each feature. 

• Time-series features 
reduce the impact of 
content features 

• Features of verb 
tense play different 
roles in different 
models.

• No absolute frequencies are available 
• It is unknown what data pre-processing & cleaning 

steps occurred 
• The aggregations occur at a month-by-month level


