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“Machines have no common sense; they do exactly as they are told, no more and no less” - D. Knuth

"Errare humanum est" - Seneca
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Machine computation Human computation

Design Throw away Reluctant to throw away

Testing Systematic Ad-hoc

Debugging Programmer’s fault Worker’s fault
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B1 (older, random) B2 (recent, random)

% interesting 16.7% 14.3%

Krippendorff's α 0.013 0.052





HIDDENs

Tweet de-branded

Q1 (alpha = 0.888)

Q2 (alpha = 0.708)

Q3 (alpha = 0.160)
The main question



HIDDENs

Breakdown by 

categories to get 

better signal

• Q3 Worthless (alpha = 0.384)

• Q3 Trivial (alpha = 0.097)

• Q3 Funny (alpha = 0.134)

• Q3 Makes me curious (alpha = 0.056)

• Q3 Contains useful info (alpha = 0.079)

• Q3 Important news (alpha = 0.314)

Q2 (alpha = 0.758)

Tweet de-branded

Q1 (alpha = 0.910)
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"Hence, plan to throw one away; you will, anyhow" - F. Brooks







Phase Recommendation

Coding One language for extracting data from clusters and 

compute metrics. Avoid moving data from different 

tools; encoding, data formats, etc.

Design Use patterns as much as possible. Examples: 

iterative refinement, find-fix-verify, do-verify, 

partition-map-reduce, price-divide-solve. Get ready 

to throw away HITs and results.

Modularization Design HITs that humans can do well. Think in 

terms of pipelines and workflows

Testing and debugging Don’t patch a bad HIT: rewrite it. Identify problems 

with data, workers, and task design.

Maintenance Version all templates and metadata including 

payment structure.

Monitoring Dashboard and alerts.

Documentation Document the essence of the HIT and its 

mechanics/integration points. 
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