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• Task Design (3 slides)

• Data (5 slides)

• Evaluation Methodology (12 slides)

• Evaluation Results (6 slides)
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Improve 
the REAL performance of 
question retrieval systems in a 
production environment

Goal

Performance evaluated by 
REAL users

Yahoo! Chiebukuro 
(a CQA service of Yahoo! Japan)
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• Given a query, return a ranked list of questions
– Must satisfy many REAL users in Yahoo! Chiebukuro

(a CQA service)

Task

Effective for Fever

Three things you should not do in fever
While you can easily handle most fevers at home, you should call 911 immediately if you also 
have severe dehydration with blue .... Do not blow your nose too hard, as the pressure can 
give you an earache on top of the cold. .... 

10 Answers Posted on Jun 10, 2016

Effective methods for fever
Apply the mixture under the sole of each foot, wrap each foot with plastic, and keep on for the 
night. Olive oil and garlic are both wonderful home remedies for fever. 10) For a high fever, 
soak 25 raisins in half a cup of water.

2 Answers Posted on Jan 3, 2010

INPUT

OUTPUT

�



OpenLiveQ provides an OPEN LIVE TEST EVIRONMENT

Insert

Insert

Insert

Team A

Team B

Team C

Real users

Ranked lists of questions from participants’ 
systems are INTERLEAVED, presented to real 

users, and evaluated by their clicks

Click!

Click!

Click!
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The first Japanese dataset for learning to rank
(to the best of our knowledge)

(basic features also available, i.e. language-independent)

Data

Training Testing

Queries 1,000 1,000

Documents 
(or questions) 984,576 982,698

Clickthrough data
(with user demographics*)

Data collected 
for 3 months 

Data collected 
for 3 months 

Relevance judges N/A For 100 queries
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• 2,000 queries sampled from a query log

• Filtered out
– Time-sensitive queries 
– X-rated queries
– Related to any of the ethic, discrimination, or privacy 

issues

Queries

OLQ-0001 ���5�
� Bio Hazard

OLQ-0002 ���� Tibet
OLQ-0003 
�� Grape

OLQ-0004 7��� Prius
OLQ-0005 �	��� twice

OLQ-0006 ��� separate checks
OLQ-0007 ���� gta5
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Query ID Rank Question ID Title Snippet Status Timestamp # answers # views Category Body Best answer
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Questions

# answers 
& # views
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Query ID Question ID Rank CTR Male Female 0s 10s 20s 30s 40s 50s 60s
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Clickthrough Data

CTR Gender Age
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• The current ranking of Yahoo CQA
– Outperforming this baseline may indicate 

room for providing better services for users
• Several learning to rank (L2R) baselines

– Features
• Features listed in Tao Qin, Tie-Yan Liu, Jun Xu, 

Hang Li. LETOR: A benchmark collection for 
research on learning to rank for information 
retrieval, Information Retrieval, Volume 13, Issue 4, 
pp. 346-374, 2010. + # answers + # views

– Algorithm: a linear feature-based model
• D. Metzler and W.B. Croft. Linear feature-based models for 

information retrieval. Information Retrieval, 10(3): 257-274, 2007.

Baselines
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• Offline evaluation (Feb 2017 – Apr 2017)

– Evaluation with relevance judgment data
• Similar to that for a traditional ad-hoc retrieval 

tasks

• Online evaluation (May 2017 – Aug 2017)

– Evaluation with real users
• 10 systems were selected by the results of the 

offline test

Evaluation Methodology
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• Relevance judgments
– Crowd-sourcing workers report all the 

questions on which they want to click
• Evaluation Metrics

– nDCG (normalized discounted cumulative gain)

• Ordinary metrics for Web search
– ERR (expected reciprocal rank)

• Users stop the traverse when satisfied
– Q-measure

• A kind of MAP for graded relevance

• Accept submission once per day via CUI

Offline Evaluation
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• 5 assessors were assigned for each
– Relevance ≡ # assessors who want to click

Relevance Judgments
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• Submission by CUI 

• Leader Board (anyone can see the performance of participants)

–85 submissions from 7 teams

Submission

curl http://www.openliveq.net/runs -X POST 

> -H "Authorization:KUIDL:ZUEE92xxLAkL1WX2Lxqy" 

> -F run_file=@data/your_run.tsv
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• YJRS: additional features and weight 
optimization

• Erler: Topic inference based Translation 
Language Model

• SLOLQ: A neural network based document 
model + similarity and diversity-based 
rankings

• TUA1: Random Forests
• OKSAT: integration of careful designed 

features

Participants
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Offline Evaluation Results

Yahoo

Yahoo

Yahoo

Best baseline

Best baseline

Best baseline

nDCG@10

ERR@10

Q
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nDCG@10 and ERR@10

nDCG@10 ERR@10

Similar results. The top performers are 
OKSAT, cdlab, and YJRS
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Turned out to be more consistent with the online evaluation

Q-measure

Different results. The top performers are 
YJRS and Erler
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• Multileaved comparison methods are 
used in the online evaluation

– Schuth, Sietsma, Whiteson, Lefortier, de Rijke: 
Multileaved comparisons for fast online evaluation, CIKM2014.

• Optimized multileaving (OM) was used
– OM is one of the interleaving methods for 

evaluating multiple rankings
– Found the best in our experiments:

Manabe et al. A Comparative Live Evaluation of Multileaving
Methods on a Commercial cQA Search, SIGIR 2017

• May 2017 - August 2017 (~ 3 months)
– # impressions: 410,812

Online Evaluation
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OpenLiveQ @ SIGIR 2017
A Comparative Live Evaluation of Multileaving Methods on a Commercial cQA Search

��



• Evaluation based on user feedback on the 
ranking generated by interleaving multiple 
rankings

• 10-100 times as efficient as A/B testing
• Multileaving = Interleaving for 3≧ rankings

System
B

System
A Inter-

leave

Interle-
aved
ranking

Interleaving: an alternative to A/B testing

Evaluation result

��

Clicks



• Interleaved rankings are shown to users with 
prob. !(#), !(%), and !(&), respectively

• Give a credit 1/) to each ranking 
if its document at rank ) is clicked

• Evaluate rankers by the cumulated credits

Intuitive Explanation of Optimized Multileaving (OM)

ID: 1

ID: 2

ID: 3

ID: 4

ID: 5

ID: 6

Rankings
submitted by participants Interleaved rankings

Ranking A Ranking B 
Ranking α Ranking β

Rank 1 

Rank 2 

Rank 3 

Rank 1 

Rank 2 

Rank 3 

ID: 1

ID: 3

ID: 4 ID: 1

ID: 4

ID: 6

Ranking γ

ID: 1

ID: 3

ID: 4
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• If ! " = ! $ = ! % = 1/3, 
it is likely that Ranking A > Ranking B
– As top-ranked docs are more likely to be clicked

• OM optimizes the presentation probability 
to minimize this bias
– More precisely, OM minimizes the difference of 

expected cumulated credits of rankers for rank-
biased random clicks

Bias in Interleaving
Interleaved rankings

Ranking α Ranking β

Rank 1 

Rank 2 

Rank 3 

ID: 1

ID: 3

ID: 4 ID: 1

ID: 4

ID: 6
Ranking γ

ID: 1

ID: 3

ID: 4
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• (i) ! " = ! $ = 1/2, ! ( = ! ) = 0, or
(ii) ! " = ! $ = 0, ! ( = ! ) = 1/2, 
can result in zero bias
– But (ii) never force the user to compare 

documents from different rankings
→ Less chances to know the difference

• OM optimizes the presentation probability 
to maximize the chance of comparison

Forcing Comparison of Rankings

Interleaved rankings

Ranking α Ranking β

Rank 1 

Rank 2 

ID: 1

ID: 4 ID: 1

ID: 4

Ranking γ

ID: 1

Ranking δ

ID: 4

ID: 2 ID: 5
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• Slightly different from Schuth et al.’s
– Theirs sometimes fails due to “no solution”

(Modified) Optimized Multileaving [Manabe et al., SIGIR2017]

min$% &'()
)*+

+'-./.0
.*+

∀2, ∀4, 45 − () ≤ 8 9 :;, 2 − 8 9 :;<, 2 ≤ ()

The chance of comparison 
= expected variance of cumulated 

credits for each ranker

Bias = the difference of expected 
cumulated credits of rankers
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Online Evaluation Result

Yahoo Best baseline

Erler and YJRS outperformed 
the best baseline (no sig. dif.)
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• How many days were necessary to find sig. 
dif. for X% of run pairs (with Bonferroni correction)

Statistically Significant Differences

10 days: sig. dif. found for 82.2%

20 days: sig. dif. found for 91.1%

64> days: sig. dif. found for 93.3%
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1. Some differences from the offline evaluation
– Offline: OKSAT > cdlab ≒ YJRS > Erler
– Online: Erler ≒ YJRS > cdlab > OKSAT

2. YJRS and Erler outperformed the best 
baseline in the online evaluation

– Still room for improvement?

3. All the runs outperformed the current ranking
– The current state-of-the-arts can improve the 

quality (or CTR) of the existing service

Three Main Findings
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• OpenLiveQ brought online evaluation into NTCIR
– Real needs, real users, and real clicks

• The first Japanese dataset for learning to rank
– With demographics of searchers

• Demonstrated the capability of interleaving 
methods

• Discussions
– Which should we rely on, offline or online?

(Especially when they are different)
– Lack of reproducibility

Conclusions
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