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ABSTRACT 

In this paper, we use lifelog data provided by NTCIR13 and 
voluntarily gathered lifelog data on other users to give insights in 
four psychological categories. These categories include study of 
big five personality traits, mood detection, music mood and style 
detection and sleep quality prediction. The results on big five 
personality traits, including five binary classifiers of openness to 
experience, conscientiousness, extraversion, agreeableness and 
neuroticism, is a five digit in base-2 numeral system. The 
classifications of mood and music style are based on Thayer’s two-
dimensional model of mood. For sleep quality, we use three classes 
of high quality, borderline and poor quality sleep. To the best of our 
knowledge, this is the first research to link the physical data 
collected in lifelog and psychological analysis of user’s life. Our 
study shows encouraging results that existence of such kind of link 
is meaningful. We show the results predicted by our models and 
other statistics on mental health and psychological aspects of user’s 
life using our mental health insight tool.  
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1. INTRODUCTION 
Increase in availability of technology played an important role in 
transformation of diaries over the last decade. Due to these changes, 
lifelog Information Retrieval has been subject of increasing 
attention as a tool to enhance daily life of the users [1]  and as a 
result, many researches have been conducted on mining knowledge 
about user’s health. NTCIR Lifelog Insight Task (LIT) aims to 
extract knowledge from lifelogs. [2] However, researchers have 
been mostly focusing on physical health. In this paper, we use 
lifelog data to learn about users’ mental and emotional states. In 
order to achieve this understanding, we give insights in four 
psychological categories. These topics include study of big five 
personality traits, mood detection, music mood and music style 
detection, and sleep quality prediction. In previous researches on 
psychological states and emotions, data gathered through surveys 
and self-reports were widely used to conduct mental health related 
researches. Here, we use digitally gathered lifelog data to 
psychologically understand and model the life-logger. The 
automatic gathering of data compared to the data gained through 
self-surveys is less biased and the results is more reliable. 

2. BACKGROUND AND RELATED WORK 
Traditionally, self-surveys and self-reported activities and 
behaviors were used to analyze a person’s mind. Recently with the 
increase in availability and affordability of wearable devices and 
sensors, a new source of data is emerging which makes it possible 
to collect information and provide real time and more accurate 
analytics on psychological health. Automatically gathered lifelog 
data, do not require much of user interaction and therefore is less 
biased.  

Using lifelog data to understand and predict the physical well-being 
and life patterns have been a popular research subject recently. 
However, fewer researches on mental health using lifelog are 
available. It also worth mentioning that, many mobile phone 
applications were developed in recent years to gauge mental health, 
each of these application gather and use different sets of data and 
they do not aim to understand a person’s mind and emotions in a 
comprehensive way based on integrated lifelog record.  
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However, using information available about user activities in social 
media were used in multiple researches to provide user profiling 
and modeling. Research conducted by Michal Kosinski, David 
Stillwell, and Thore Graepel shows that digital records of user can 
be leveraged to predict private traits and attributes. [3] Another 
research was conducted on users’ mood and emotion classification 
using their posting in social media and some daily activity 
information. [4]   

Personality measurement is a psychology subject that always draws 
considerable attention from the public. Various personality models 
are proposed, and the Big Five Personality model [5], also known 
as Five Factor Model (FFM), has been most widely used. 

Big Five Personality consists five dimensions as follows: 

Openness to Experience describes a person's degree of curiosity 
and creativity. 

Conscientiousness measures people's self-discipline and the 
tendency to be organized and reliable when carrying out tasks [6] 

Extraversion is an indicator that would be large if a person tends 
to be enthusiastic and action-oriented. 

Agreeableness evaluates how well a person is getting along with 
others. 

Neuroticism describes people's tendency to suffer from negative 
emotions. 

A significant amount of past research has constructed several 
instruments to measure Big Five Personality [7] [8] [9] [10] [11]. 
Efforts are paid to make those instruments more time-saving or to 
achieve higher accuracies [12] [8] [13] [14]. In our work, we apply 
NEO-FFI test [15] to verity our estimation results, because this is 
the most suitable instrument after considering a tradeoff between 
time and accuracy. In recent years, the rapid development of 
pervasive lifelogging devices enables people to gather mass lifelog 
data, and this makes it possible and convenient to evaluate a 
person's Big Five personality using lifelog data. Since this source 
of data is objective and is available in real-time, the new method 
would be able to achieve timely results with high accuracy, and the 
problems of traditional method no longer exist. 

Since eighties, understanding of mood including its determinants 
and its influence on cognition and behavior have received 
considerable attention. In summary, mood can be defined as a 
background feeling that can influence thoughts and actions. [16] In 
this paper, we use Thayer’s two-dimensional model of mood in 
labeling user and music’s mood state. This Model uses valence and 
arousal dimensions to describe mood. 

 

 

 

 

 

 

 

 

 

 

Figure 1. Thayer’s 2D mood model 
 

In related researches, different factors have been discovered which 
effect a person’s mood. Including exercise, weather and pollution, 
duration and quality of sleep, working hours, blood pressure and 
heart rate, Extraversion and Neuroticism aspects of personality of 
the individual. [16] One study examines the effects of six weather 
parameters such as temperature, wind power, sunlight, precipitation, 
air pressure, and photoperiod on mood. [17] Furthermore, a 
research by avydov D. M., Stewart R., Ritchie K., and  Chaudieu I. 
studies between blood pressure and depression [18]. A handful of 
researches studied the relation between mood and various 
biometrics and proved that human’s biometrics are indicators of 
mood.   A group of researchers studied mood and its relation with 
heart rate [19] , other group investigated if mood disorders could 
be discovered using galvanic skin response (GSR) [20]. Some 
studies work on mood prediction using the amount of physical 
activity during the day like what Thayer and his research group did 
considering daily walking [21]. 

Music information retrieval is another popular research direction.  
Many automatic classification methods, which use audio or lyrics 
information, have been proposed for music mood and style 
detection. Combination of music information retrieval and mood 
detection brings us to the idea of music classification based on 
lifelog data. 

Literatures in regard of music mood detection involves audio 
mood classification and emotional detection of the text. Mandel 
and his fellow researchers made audio-based mood classification 
with support vector machine [22]. Other researches made 
predictions on  text-based emotion using supervised machine 
learning with the SNoW learning architecture [23]. Neumayer R. 
and  Rauber discovered the complementarity of audio and lyrics 
[24]. Based on rich previous achievement, this work was 
improved by proposing a multi-modal classification system 
combining the two modalities [25]. 

However, as far as we know, there is no previous work about 
using body metrics information for music detection purpose and 
in this research, instead of using audio or lyrics information, we 
use lifelog data of the listeners to do automatic music mood and 
music style classification.  

Sleep habits and quality of sleep are regarded as key in mental and 
physical healthcare. Researches show that insufficient and low 
quality sleep can negatively affect physical and mental health and 
chronic conditions can lead to health complications. Psychological 
researches also show that activities during the day and 
sleep efficiency are highly interrelated. [26]  However, most of 
previous researches used data gathered from self-reported 
physical activities.  We study the effect of users’ physical 
activities and conditions on sleep efficiency. [27] [26] We also 
consider the timing of activities and conditions and their distance 
to sleeping time. 

3. STUDY OF FIVE PERSONALITY TRAITS 

3.1 Research Design 
After collecting lifelog data and NEO-FFI test results from our 

participants, we extract 6 features from lifelog data for each user. 

These features, which are selected based on well-grounded 

psychological theories, include gender, moody index, optimism 

index, heart rate stability, room tidiness index, and room 

decorative index. Then, we binerize the NEO-FFI test results for 

each of the big five personality traits in order to use it as labels to 
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conduct supervised learning and validate our model’s 

performance on the test set. The feature description is given in 

table 1. In this research, we tried multiple machine learning 

models, however, the logistic regression model is the one with 

best performance.  
 

Table 1. Feature declaration 

Feature Value Range Description 

Gender 1 or -1 1 for female, -1 for male 

Moody index 
Decimal 

[0,1] 
Moodier the person is, 

higher value this feature has 

Optimistic 
index 

Decimal 
[0,1] 

More optimistic the person 
is, higher value this feature 

has 

Heart rate 
stability 

Decimal 
[0,1] 

More stable the person is, 
lower value this feature has 

Room tidiness 
index 

Decimal 
[0,1] 

Neater the room is, higher 
value this feature has 

Room 
decorative 

index 

Decimal 
[0,1] 

More decorative the room 
is, higher value this feature 

has 
 

Detailed description about the data is given in section 3.2, and the 
results is presented and analyzed in section 3.3. 

3.2 Data Description 
Our participants are 40 students from a large public university, 
including 34 females and 6 males. All of them are asked to provide 
four types of data: NEO-FFI test result, record of heart rate, mood 
and images of life scenes. Both heart rate and mood records is 
provided each 3 hours between 8am to 23pm, and panoramic 
images of office and bedroom are asked to be taken for each day. 
Each type of mood record is a choice between 8 of the mood types 
consistent with Thayer's 2D model shown in fig.1. 

The features are extracted and normalized into specific range 
mentioned in table 1 as follows: 

1. Heart rate stability is the variance of heart rate records. 

2. Optimistic index is the sum of all the abscissas of moods. Here, 
according to Thayer's 2D mood model, we define the coordinates 
of the eight types of mood as shown in table 2. 

Table 2. Coordinates of 8 types of mood 

Mood abscissa ordinate 

Pleased 2 1 

Excited 1 2 

Relaxed 2 -1 

Calm 1 -2 

Nervous -2 1 

Angry -1 2 

Sad -2 -1 
 

3. Moody index is the variance of ordinates of mood records. 

4. Room tidiness index is obtained through image processing 
operations using Microsoft Cognitive Toolkit's computer vision 

API and Google's Cloud vision API. We use images tags and 
confidential levels. Then, we classify tags into 3 types, the first type 
describes if the room in the image is tidy or not; the second type 
describes decorations shown within the image; the last type 
including all the remaining tags. Finally, we calculate room tidiness 
index by accumulating confidential levels of tags categorized in 
first type. 

5. Decorative index is obtained following the same method as 
optimistic index. We sum up confidential levels of second type tags 
to get this feature. 

6. NEO-FFI test result is originally a score between 0 to 5, we 
binarize these scores using 3 as threshold. 

3.3 Results 
We first separate the sample into two subsets, training set includes 
38 samples and test set includes two. Then, for each dimension, 
logistic regression model is trained with a 20% cross validation. At 
last, we test our models using two test samples, and compare them 
to NEO-FFI test results using a radar graph. The training accuracy 
is provided in table 3: 

Table 3. Training accuracy 

Dimension Accuracy 

Neuroticism 97.50% 

Extraversion 100% 

Openness 100% 

Agreeableness 100% 

Conscientiousness 100% 
 

The test results are shown in figure 2 and figure 3: 

 

 

 

 

 

 

 

 

 

Figure 2. Evaluation result of test sample 1 

 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 3. Evaluation result of test sample 2 

22

Proceedings of the 13th NTCIR Conference on Evaluation of Information Access Technologies, December 5-8, 2017 Tokyo Japan



Our work discovers a new and promising way of personality 
detection other than traditional questionnaires and surveys. Which 
compared to traditional ways, is less time consuming, more 
objective, and can achieve real-time with high accuracy. We apply 
a novel and operable personality measurement method based on 
lifelog data. In which, a logistic model is trained to get a binary 
estimation result, and NEO-FFI test [15] is applied as a validation. 
Here, we use objective lifelog data, which makes it possible to do 
personality analysis in large scale. However, our method still has 
some limitations. Future works should focus on conducting 
experiments with sample that has larger size and broader types. 
Deeper studies can also be directed at improving the machine-
learning model used. 

4. MOOD DETECTION 

4.1 Research Design 
After gathering lifelog data on our participants, we fetch data on 
our selected features for each date. In table 4, you can see our list 
of extracted features per instance: 

Table 4. Extracted Features 

Feature Name Count Data Type Description 

U1,U3 to U7 6 Binary 
Shows if the record belong 

to specific user 

Before 
Weekend 

1 Binary 
Shows if the record belong 

to a day before weekend 

Minutes at 
Home/ Work/ 
Commuting 

3 Whole Number 
Counts daily number of 

minutes user has spent at 
home/work/commuting 

Total Calories 1 Whole Number 
Calorie consumed during 

24h 

Total Steps 1 Whole Number Steps walked during 24h  

Average HR 1 Whole Number 
Average Heart Rate during 

24h 

Wakeup Time 1 
Whole Number 

1-24 
Wake up time 1-24 

Sleep Duration 1 Whole Number Sleep Duration in minutes 

Sleep Quality 1 
Decimal 

[0,1] 
Average Heart Rate hourly 

Average User 
Arousal History 

1 
Decimal 

[0,1] 

Average Arousal Reported 
up to last day 

* Feature used for arousal 
prediction 

Last Day 
Arousal 

1 Binary 
Last day’s Arousal 

*Feature used for arousal 
prediction 

Average User 
Valence History 

1 
Decimal 

[0,1] 

Average valence reported up 
to last day 

* Feature used for valence 
prediction 

Last Day 
Valence 

1 Binary 
Last day’s valence 

*Feature used for valence 
prediction 

Then we decompose our mood labels in to two binary labels 
indicating arousal (energy) and valence (stress). 
 

Table 5. Mood Decomposition 

Mood Valence Arousal 

Happy 1 1 

Peaceful 
(Content) 

1 0 

Depressed 0 0 

Anxious 0 1 
 

We split each user’s data set to training and test sets of 90% and 
10% randomly. Finally, we train two logistic regression models on 
training set and use the test set to evaluate our result. 

4.2 Data Description 

We use lifelog data released by NTCIR and our extended data set 
on five other active life loggers. 
NTCIR dataset is consist of the data on two life loggers, 
Although user one and user two respectively recorded 59 and 31 
days of data, the data set only contains 31 records of mood only 
on user one.  Furthermore, 6 days of data on this user is not 
applicable in our study due to lack of information on sleep quality. 
In table 6, you can see the size of the whole data set: 
 

Table 6. Data Availability 

User 
Total 
Days 

Instances with 
complete feature set 

Data Source 

U1 59 25 NTCIR 

U3 59 32 Volunteer Lifeloger 

U4 42 22 Volunteer Lifeloger 

U5 49 26 Volunteer Lifeloger 

U6 45 45 Volunteer Lifeloger 

U7 225 106 Volunteer Lifeloger 

6 Users 479 256 Both 
 

In our extended dataset, life-loggers are asked to use sleep cycle 
app to gather data on their sleep including sleeping time, duration 
and quality score. They are also required to run life cycle app on 
their phones to record their semantic location information. 
Biometrics and data on their physical activity is collected using 
sport bands and mobile health applications. Records on daily 
mood labels also are provided by lifelogers manually after they 
wake up in the morning. The labels are consistent with Thayer 
two-dimensional model of mood. Participants choose one of the 
four mood states of Anxious, Happy, Depressed, or Peaceful 
(Content) corresponding to their energy level and negative stress. 

4.3 Results 
We train our models using logistic regression and accuracy of our 
training and test results is shown in table 7 and 8 for each dimension 
of mood. 
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Table 7. Mood-Valence Prediction Accuracy  

Dimension Accuracy 

Training Accuracy 74% 

Test Results 76% 

  

Table 8. Mood-Arousal Prediction Accuracy  

Dimension Accuracy 

Training Accuracy 79% 

Test Results 73% 
 

Although the preliminary results are promising, the data set and 
features are limited, the models are simple, and results can improve. 
Some feature which could add accuracy to the model are blood 
pressure, GSR and data gathered from online sources on weather. 

5. MUSIC AND MOOD STYLE DETECTION 

5.1 Research Design 
Our experiment on music mood and style detection is conducted 
using two sources of data. Our first source is lifelog data on user’s 
biometrics and physical activities during listening to music and the 
second source is online information on each song in our user’s 
music listening history. This includes music length, mood and style 
tags. Here, we use NTCIR lifelog data on user one, and we extract 
seven features on user’s biometrics and physical activity while 
listening to music. We also obtain data about songs user were 
listening to from available music websites.  

In NTCIR dataset one music track, which normally lasts for a few 
minutes, is only recorded as a tag in the starting minute. We obtain 
the music length to repeat the tag for every minute the song track 
lasts, using our online source. We also obtain tags on music mood 
and styles from Allmusic website to label our data. 

 Our lifelog related features include calories, galvanic skin response 
(GSR), heartrate, skin-temperature, steps, activity type, and time 
stamp. All these information are available in NTCIR dataset for 
each minute. 

For Music mood labeling, we consider eight types of mood and 
summarize them in four groups as classification labels. The moods 
put together in one group share the same abscissa (valence) or 
ordinate (arousal) values using Thayer’s two-dimensional model of 
mood (Figure1). The labels include pleased & relaxed, nervous & 
sad, bored & calm, and angry & excited. Pleased & relaxed 
represent positive valence while nervous & sad represent negative 
valence. Bored and calm represent negative arousal while angry & 
excited represent positive arousal. 

For music style, we consider the following categories: Randb, 
Metal, Jazz, Soul, Pop, Easy Listening, Soundtrack, R&B, Country, 
New Age, Rock, International, Vocal Pop, Electronic and Folk. 

Finally, we conduct a supervised learning to train our models using 
labels fetched from online sources to detect music mood and style 
based on biometrics and physical activities of the person while 
listening to the music. 

5.2 Data Description 
We extract body metrics features from the life log data. These 
features include calories, galvanic skin response (GSR), heart rate 

and skin-temperature. Besides, we consider time stamp, steps and 
activity type in our feature set. According to the lifelog of user one 
in NTCIR data set, the user listened to 763 songs in total for a 
period of 45 days.  

Then we use our online source available on music labels and other 
related information. Using song name, artist name and album name, 
we extract the song’s length, mood and style tags. Every song on 
this website is associated with several tags about music mood and 
style. According to the online music database available in Allmusic, 
our records for user one include 167 types of music mood and 60 
types of music style in total.  

Afterwards, we categorize tags of music mood into four 
classifications as mentioned above (pleased & relaxed, nervous & 
sad, sleepy & calm, angry & exciting). In case, one song has tags 
of more than one category, we consider the mood label with more 
support in tags. Following chart shows label distribution in our 
dataset: 

 

 

 

 

 

 

 

Figure 4. Sample music minute and share for each mood share 
 

For music style, we do the same steps and the results are as 
follows: 

 

 

 

 

 
 

Figure 5. Sample music minutes and share for each style label  
 

5.3 Results 
The results of our experiments are presented in Table 9 and 10. We 
adopt the method of ensemble learning. The accuracy of 85% is 
achieved using AdaBoost.M1 algorithm (use Decision Tree as 
weak classifier). We tried other ensemble learning algorithms and 
weak classifiers, and our results shows that the combination of 
AdaBoost.M1 and Decision Tree performed better than others in 
both music mood and music style detection. 

Table 9. Music Mood Classification Accuracy using Bagging 

Algorithm AdaBoost.M1 Bagging Bagging Bagging 

Weak 
classifier 

Decision Tree SVM 
Decision 

Tree KNN 

Accuracy 0.85 0.68 0.75 0.67 

24

Proceedings of the 13th NTCIR Conference on Evaluation of Information Access Technologies, December 5-8, 2017 Tokyo Japan



 

Table 10. Music Style Classification Accuracy using Bagging 

Algorithm AdaBoost.M1 Bagging Bagging Bagging 

Weak 
classifier 

Decision Tree SVM 
Decision 

Tree 
KNN 

Accuracy 0.80 0.69 0.78 0.71 
 

According to the accuracy obtained on test dataset, our new method 
on music mood and style detection is promising. 

However, there are some limitations; First, our available 
experimental music data is limited. What is more, especially for 
music style, our data is unbalanced for different categories. Finally, 
there are many other important features, which could be considered, 
such as the environment (temperature, pressure, humidity, and so 
on) around the user. 

6. SLEEP QUALITY PREDICTION 

6.1 Research Design 
After gathering lifelog data on our participants, we fetch data on 
our selected features for each date. In table 11, you can see our list 
of extracted features per instance: 

Table 11. Extracted Features 

Feature 
Name 

Count Data Type and 
Range 

Description 

U1 to U7 
7 

Binary 
Shows if the record belong 

to specific user 

Before 
Weekend 

1 
Binary 

Shows if the record belong 
to a day before weekend 

Minutes at 
Home/ Work/ 
Commuting 

3 
Whole Number 

Counts daily number of 
minutes user has spent at 
home/work/commuting  

Total Calories 
1 

Whole Number 
Calorie consumed during 24 

hours 

Total Steps 
1 

Whole Number 
Steps walked during 24 

hours 

Average HR 
1 

Whole Number 
Average Heart Rate during 

24 hours 

Hourly 
Calories 

24 
Whole Number Calorie consumed hourly 

Hourly Steps 24 Whole Number Steps walked each hour 

Hourly 
Average HR 

24 
Whole Number Average Heart Rate hourly 

 

Then we make a shift in hourly features to make them consistent 
with sleeping time. As our dataset is limited, we also make 
summarization on features to avoid overfitting. Considering the 
fact that activities and biometrics, which are closer to sleep time, 
will have higher impact on sleep quality and as a result are more 
sensitive, we use different time windows for feature 
summarization. We applied four two-hour windows for hourly 

information at ending hours of the day, two four-hour windows for 
9th to 16th hours and one eight-hour window for hourly data in the 
beginning of each 24-hour cycle. 

In addition, we considered sleep score of less than 
35 percent to be indicator of “Poor” sleep, while between 35 and 
55 percent and more than 55 percent respectively show 
“Borderline” and “Good” sleep. After data preparation, we split 
each user’s data set to training and test sets of 90% and 10% of the 
available dataset randomly. We train our model on training set and 
use the test set to evaluate our result. 

6.2 Data Description 

We use lifelog data released by NTCIR and our extended data set 
on five other active life loggers. 
NTCIR dataset is consist of the data on two life loggers, 
Although user one and user two respectively recorded 59 and 31 
days of data, the data set only contains 32 and 23 records of sleep 
quality.  From which 2 days of data on user 2 is not applicable in 
our study due to lack of information on other biometrics and 
physical features. In table 12, you can see the size of the whole 
data set: 

Table 12. Data Availability 

User 
Total 
Days 

Instances with 
complete feature set 

Data Source 

U1 59 32 NTCIR 

U2 31 21 NTCIR 

U3 59 59 
Volunteer 
Lifeloger 

U4 42 42 
Volunteer 
Lifeloger 

U5 49 49 
Volunteer 
Lifeloger 

U6 45 45 
Volunteer 
Lifeloger 

U7 225 225 
Volunteer 
Lifeloger 

7 Users 510 473 Both 

 

For our extended dataset, life-loggers were asked to use sleep 
cycle app to gather data on their sleep including sleeping time, 
duration and quality score. They were also asked to run life cycle 
app on their phones to record their semantic location information. 
Biometrics and data on their physical activity was collected 
through sport bands and mobile health applications. 

6.3 Results 
We trained our model using classification by linear regression and 
accuracy of our training and test results is shown in table 13. 

Table 13. Sleep Quality Prediction Accuracy  

Dimension Accuracy 

Training Accuracy 76% 

Test Results 78% 
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Although the preliminary results are acceptable, a more populated, 
diverse participant pool, and a more comprehensive feature set 
could help in improving the results. Using more complicated 
machine learning and deep learning models is possible with a 
bigger dataset, which is possible by using more participants and 
records per user. 

7. VISUALIZATION AND INSIGHT TOOL  

We are working on a prototype mobile application for users to 
access their psychological health information. The provided 
insights are shown in four categories including big five personality 
traits, mood detection, music mood and style classification and 
sleep quality prediction. This application will use different type of 
charts and phrases to give insights on user’s psychological aspects. 
We also provide visual representation of historical data and trends. 

As shown in Figure 6 psychological insight tool gives insights on 
the users’ big five personality traits and some descriptions 
according to lifelog data; this data automatically updates every day 
when new lifelog records are available. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7 depicts Music and Mood section of the tool. This part 
provides statistical insights on user’s mood for last seven days and 
gives prediction on user’s mood next day based on biometrics and 
physical activities recorded in his/her lifelog. We also visualize 
the share of each category of mood and styles from music tracks 
the user listened to in different periods (Today, Last Week, Last 
Month and Total). The categories shown here will be determined 
using the biometrics and physical activities during which the user 
listens to the music. 
On sleep quality the tool give predictions based on user’s lifelog, 
statistical insights on last seven days and last month of user’s 
sleep quality is also available. For biometrics chosen to be shown 
on the dashboard minimum, maximum, average and current data 
is visualized on a simple chart. (Figure 8) In further phases of 
development, insights can be provided on comparison with other 
users (or user demographic groups).  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

8. CONCLUSION 

To sum up, we brought up new methods to psychologically 
understand the life logger and track one’s mental health.     In 
evaluation of Big Five Personality measurement, our method 
achieved objective real-time measurement results with high 
accuracy. Using physical activities and biometrics, we are able 
predict the life logger’s mood with an acceptable accuracy.  With 
help of online sources of music mood and style labeling, we 
successfully trained models that can use body metrics of the music 
listener to determine music mood and style. We give predicted 
insights on poor or good quality sleep according to daily activities 
and biometric data considering time distance to sleeping.  

This work has important implications to improving traditional 
psychological researches with massive data and advanced 
technology. However, this work merely touches the tip of the 
iceberg; deeper research needs to be conducted in order to get 
achievements that are more convincing. 

Although the size of our datasets are limited, our experiments show 
promising preliminary results which proves that understanding and 
modeling the user psychologically through lifelog data is feasible. 

In the future, it will be interesting to record more on bigger sample 
sizes in order to gain deeper insight about these promising ideas. 
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