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Formal-run Results Analysis & Findings

Summary

Introduction & Motivation

Our Approaches

● We compared three approaches: rules, random-forests, distributed-similarity for detecting “signs” of 
disease/symptoms on Japanese and English pseudo Twitter data.

● Feature engineering method achieved highest exact-match and F1 score among our approaches.
● Through error-analysis, we found that... 

 1. dataset-size is crucial (of course!), 2. discourse-feature is needed, and 3. ontology will be a help.  
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1. Rule-based method using
symptom-specific dictionaries (Ja)

2. Random Forests + N-grams + SRL
+ Pre/post processings (Ja, En)

3. Distributed representations via 
skip-gram language model (En) 

● Current NLP research is focusing on rather “clean” language data.
● We want to know strength and weakness of popular methods on “real-world datasets”.

○ 1.Rule based 
→ Fast and explicit, but poor generalization, and costly to maintain.

○ 2.Feature engineering 
→ Explicitly handles linguistic features, but not robust for parsing errors.

○ 3.Distributed representations 
→ No need of sophisticated parsing, but needs a lot of data.

● Challenges: pre-processing for tweets, neologisms, discourse structures

tweet Pre. F.E.

Pre-processing:
Normalization,
Removal of noises

With custom-dictionary 
for MeCab

Features Extracted:
● Surface 1 to 2-grams
● Named-entity
● SRL based features

(subj. verb. pairs)

Ja: MeCab+NEologd, KNP 
En: spaCy
(SRL based feature is not used 
for En. subtask.)

Post

Post-Processing:
● Co-occurrence rules

e.g. Fever+Flu
● Combined with 

rule-based model
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What we 
guessed...

tweet

negative 鳥インフルエンザ、おたふく風邪・・

influenza インフル、インフルエンザ

Diarrhea 下痢

・・ ・・

Cold 風邪、鼻風邪

labels

Hyperparameters are 
determined by CV and 

random-search
dic1

dic 2

Pre. rule1 rule2 rule3

Pre-processing:
Noun extraction
Mecab+NEologd

dic1 dic2

Except Future 
phrase:
“明日(tomorrow)”

filtering filtering detection

By error-analysis, we found common difficulties.
They are mostly FALSE POSITIVE.4th / 19  

4th / 12  

Inanimate (non-human)

Rhetorical (such as metaphors)

Discourse
(zero-anaphora, polarity-switch)

犬って鼻づまりとかするのかな？
( I wonder if dogs get things like stuffy noses?)
Runnynose / FP (UE-ja-2: Rule-based)

誰が巫女に熱あげているって？
 (Someone has the hots for the miko?)
 Fever / FP (UE-ja-1: Feature-engineering)

インフルかと思って病院に行ったけど、検査したら違ったよ。
 (I thought I had the flu so I went to the doctor, but I got tested and I was wrong.)
 Influenza / FP , Fever/FP (UE-ja-1: Feature-engineering)

tweet SGLM

Skip-gram Language Model
(w/wo sub-sampling)

● Trained using both 
dry-run and other tweet 
resources.

Context 
Word 

Vectors 

Fixed-length Context Vectors 
Built from Word-vectors

Classify
by Similarity

Similarity-based Classification
● Symptom-clusters are 

pre-built using dry-run data
● Used cosine similarity

labels

More sophisticated features
can be a help!
e.g. discourse-level-features

Better use of ontology may 
be a help!

… Of course we NEED more DATA!!!


