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Baseline System & Knowledge of the System

FelisCatus Zero-multilingual
e Developed by Sakamoto et al.
e Answer world history essay questions
e Multilingual: JA & EN
e Scala and UIMA

Knowledge: MT Textbooks

e Five machine translated JA textbooks

e Statistical MT in 2015 with Google Translate

FelisCatus Zero-multilingual
codecov % icense Apache 2.0 J gitter [join chat

This system answers world history essay questions in Japanese and/or Engli

(past version: FelisCatus Zero.)

Trial




A Fast Assumption

The baseline system uses five machine translated (MT) textbooks, but
the translation technology is a bit old (statistical MT, in 2015).

Can we get a better result
if we use the latest neural MT?



Is Neural MT Better Than Statistical MT for the Task?

No. Neural MT made the ROUGE score worse. But why?

ROUGE-1 ROUGE-2 gt’;“stt’iirnosf ROUGE-1
Mean Mean (Long, Short) Std. Dev.
Baseline
with Statistical MT 0.063 0.009 27 (5, 22) 0.081
Textbooks
Baseline
with Neural MT 0.056 0.004 27 (5, 22) 0.077
Textbooks

Dataset: NTCIR-13 QA Lab 3 phase-1



Neural MTs mis-translate nouns!

Since ROUGE-1 is based on uni-gram matching,
mistranslating important nouns deteriorated answer quality.

Google Bing

Japanese Term Translate Translator Wikidata.org Answer

ZNEULES Hayashi Noriro  the zexu Lin Zexu Lin Zéxu

ot o M'inister of Minister of the Qin Imperigl - Imperigl -
Ginza Commissioner Commissioner
Christianity Institute of the Institute of the

U A 2 Christian elements

requirements

Christian Religion

Christian Religion




Linked Open Data Assisted
Machine Translation



Applying Linked Open Data to Machine Translation

Conventional Method: Direct MT

Japanese ;
Textbook

Machine
Translation

Proposed Method: 2 Steps Translation

Japanese

Textbook }

Pre-translation

Bilingual
Term Corpus
By LOD

English

Textbook

JA-EN
Mixed Text

—>

Machine
Translation

English

Textbook




Example of LOD Assisting MT

4¥)Xfﬁﬁbodﬁé¢lﬁ(ﬂ$)®ﬁﬁmﬂtf,4¥Uxﬁ4yFéﬁﬁLﬁmmﬁ
X BT ADBBBOL L RoT iz, 22T, 18HIKKLL, A XV RIF4 Vv FTT~V
DHEFEHZIRD, HBICL 3HEORNE T~y 2HhEICFEHTE LIk >T, ZOLIAWIC
HTIHE L7z, 18394, T~VitERes Iz, HEROMAERSIRZEKRE L L CIAMIC
TE XN, T~VERREDBRICH T o7z, FUISMERGADR D DT ~v ZEINL TE % FEE
L7ze T~VEOBARR ZNICEIKFEL, A FIVRAEETEIZ 7y FRPYHICX BT RE
R L W RONICH 572203, IEETHHFZIRE Lz, 41 ¥V AHIIRFEOFH CTHEELZCLED
mabdbEL, 184 2HEH RSN EEA, AFVRICODF, 184 44FICTAIN
(BESH) L7 7 v R EHEN) dRRRSENZHEY, HHICENOTRETZ % o7,
L2 L, #EREE (PHEEE) b & o BN L Br 2 2 0&04580E, EMN~D A4
FUZANDAIICH L CTHITERBENZELR T 20 84 ODEEEZ B EIR DL L Lo T,



Step.1 Pre-translation by the Bilingual Corpus

United Kingdom TH{ K L 291} % China &% (][A) DW#icxi L C, East India Company it L 72
WIZERIC X 2B ol o Tz, £2°C, 1 8M#idKD S, United Kingdom (%
India T7 ~v O#FE Zinew, HEIC X 2 MFEOHIME 7~ %China IZ7EHIF25 2 LiCL - T
, ROXINICHTELS & LT, 18394, T~VithEkebI 2, BEIRDOLIn  Zexu 72
Imperial Commissioner & L CTGuangzhou IZJRiEX N, 7~V HEFEDHRICH 7z o 72, BIF
HERIAD S DT~V ZRINL CENZRERE L, T~VEESEAIZINICE S KFEL, United
Kingdom i TliGladstone HIC X2 “HF R EHG" & 09 JONICH 07228, 9 FHETESPZ R
JE L 7z, British Armed Forces [ZIRFEOJ{MTHEHEZLSEV 6L EL, 184 24FHL
Treaty of Nanjing % #%A 72, United Kingdom 1Z2-9%, 1 8 4 4 4£iCUnited States of America

(Treaty of Wanghia ) & France (Treaty of Whampoa ) % [EIER7Z5&A %2450, EFICSKI DEL
BiTx#4¢F o7, Lo L, Sinocentrism (Sinocentrism ) IZ% & DL BIENR DR L B 5 C
DA 8 1L, Guangzhou ~ D British people D AJKIC K L CHIG BERER Z N Z2HER T 570 8% <
DEBREREIE DL L Lo Tz,



Step.2 Machine Translation (MS Bing Translator)

The East India Company was gradually unable to keep up with silver payments for the consumption
of a growing China tea (tea) in United Kingdom. So, since the end of the eighteenth century, United
Kingdom began to pay for tea by starting with the monopoly system of opium in India and by selling
opium to China. In 1839, the prohibition of opium Sag, Lin Zexu was dispatched to Guangzhou as
Imperial Commissioner to solve the problem of opium smuggling. He confiscated the opium of the
foreign merchant and disposed of it. The opium trade merchant rallied strongly against this, and the
United Kingdom Congress was opposed to the "shameful war" by Gladstone, but the war was decided
by nine votes. British armed Forces north while veils the Qing army in various parts of the coast, and
tied the Senyi morning and Treaty of Nanjing in 1842. United Kingdom, United States of America
(Treaty of Wanghia) and France (Treaty of Whampoa) signed a similar treaty to the Qing Dynasty in
1844 to fully implement the Treaty. However, this treaty diplomacy which differs from the style of
tribute diplomacy based on Sinocentrism (Sinocentrism) has caused a lot of friction that local
bureaucrats refuse it for the entry of British people to Guangzhou.

Two translation errors; British Parliament (United Kingdom Congress) &
Qing Dynasty (Senyi morning).



Without Pre-translation (Conventional Direct MT)

The British East India Company was gradually unable to keep up with silver payments for
consumption of growing Chinese tea. So, since the end of the eighteenth century, the British tried to
pay for the tea by starting the monopoly system of opium in India, increasing the financial resources
and selling opium to China. In 1839, the prohibition of opium-sag, and the zexu of the Forbidden
faction was dispatched to Guangzhou as Minister of the Qin, and the settlement of the opium
smuggling problem was resolved. He confiscated the opium of the foreign merchant and disposed of
it. The opium trade merchant rallied strongly against this, and the British Parliament was opposed to
the ' shameful war ' by the Gladstone, but the war was decided by nine votes. The British Army veils
the Qing army in various parts of the coast, and it tied the Nanjing Treaty with Senyi morning in
1842. In 1844, the United States (the Treaty) and France (Huang Tai Treaty) signed a similar treaty
to the United Kingdom, and the Qing Dynasty concluded the full implementation of the Treaty.
However, this treaty diplomacy, which differs from the style of tribute diplomacy based on Chinese
thought, has caused a lot of friction, such as local bureaucrats refusing to enter the British into
Guangzhou.

Six translation errors; some of them are nonsense or critical.



Comparison between LOD assisted MT and Simple MT

Five articles (approx. 250 words for each) were sampled and their translation quality

were evaluated. For all articles, LOD assisted MT was better than simple MT.

Number of Words

Translated by LOD LOD Failure Bing Failure
Sample 1 33 1 2
Sample 2 40 3 10
Sample 3 22 1 3
Sample 4 21 1 9

Sample 5 42 3 7




Evaluation

LOD assisted neural MT is effective for this task.

ROUGE-1 ROUGE-2 gﬁ;?iirn‘f ROUGE-1
Mean Mean (Long, Short) Std. Dev.
Baseline
+ Statistical MT ~ 0.063 0.009 27 (5, 22) 0.081
Textbooks
Baseline
+ Neural MT 0.056 0.004 27 (5, 22) 0.077
Textbooks
Baseline
+ LOD NeuralMT  0.081 0.011 27 (5, 22) 0.100

Textbooks




Adding Open Knowledge
Resource



Another Motivation

LOD assisted neural MT for Japanese textbooks worked.
However, the advance was not very large.

Can we get a better result

by adding open English textbooks?

(Their contents are not equivalent to Japanese textbooks!)



Boundless.com

Replace your textbooks with

9¢ BOUNDLESS

—

4

Y -

Boundless offers openly licensed, high-quality, customizable digital
courseware at a fraction of the cost of traditional textbooks.



Why Boundless.com?

9¢ Boundless.com v Q_ search Subjects v Contribute

The Ara Pacis Augustae

P r o S The Ara Pacis Augustae, or Altar of Augustan Peace, is one of the best examples of Augustan
L]
artistic propaganda and the prime symbol of the new Pax Romana. It was commissioned by the

P ertt en | n E n g I | S h ( source I an g ua g e) Senate in 13 BCE to honor the peace and bounty established by Augustus following his return

from Spain and Gaul. The theme of peace is seen most notably in the east and west walls of the

° H ig h q ua I ity Ara Pacis, each of which had two panels, although only small fragments remain for one panel
on each side. On the east side sits an unidentified goddess presumed by scholars to be Tellus,

[ ) O p en Iy I ice ns ed an d free Venus, or Peace within an allegorical scene of prosperity and fertility. Twins sit on her lap
along with a cornucopia of fruits. Personifications of the wind and sea surround her, each riding

o H T M L b a S ed (e a Sy tO eXt ra Ct text) on a bird or a sea monster. Beneath the women rests a bull and lamb, both sacrificial animals,

and flowering plants fill the empty space. The nearly incomplete second eastern panel appears

A few PDF based textbooks can be B2 Gepicha female wiarrios pcesibly i oum s the epolls of conieat
found in the web. However, they are
not easy to retrieve text, and their
copyrights are unclear.

Cons.

e Not Equivalent to JA textbooks
Does it matter?




Evaluation and
Error Analysis



End-to-end Evaluation

CASE STEM STOPWORD

ROUGE-1 ROUGE-2 ROUGE-1 ROUGE-2 ROUGE-1 ROUGE-2
CMUQAT 0.1231 0.0159 0.1257 0.0164 0.0347 0.0065
CMUQA?2 0.1251 0.0160 0.1278 0.0166 0.0371 0.0066
CMUQA3 0.0768 0.0105 0.0968 0.0184 0.0594 0.0129
Forst1 0.1057 0.0086 0.1057 0.0086 0.0183 0.0022
IMTKU1 0.1187 0.0133 0.1239 0.0156 0.0457 0.0013
IMTKU2 0.0065 0.0000 0.0101 0.0001 0.0126 0.0001
MTMT1 0.1717 0.0180 0.1841 0.0207 0.0615 0.0054

MTMT2 0.1546 0.0190 0.1630 0.0197 0.0465 0.0020




Long and Short Essays

Short Essay Long Essay

ROUGE-1 ROUGE-2 ROUGE-1 ROUGE-2 Expert Grammat Semantic Missing
System (STEM) (STEM) (STEM) (STEM) Score ical Err. Err. Keywords
CMUQA1 0.0152 0.0054 0.1204 0.0115 0(-26.2) 7.8 0.2 3.6
CMUQA?2 0.0173 0.0054 0.1241 0.0119
CMUQA3 0.0442 0.0131 0.1263 0.0119
Forst1 0.0225 0.0027 0 0
IMTKU1 0.0262 0 0.1315 0.0069 0(-29.0) 6.0 0 4.6
IMTKU2 0.0124 0 0.0132 0.0004
DGLab1SumExP 0.1428 0.0139 0(-22.0) 6.8 0.4 3.0
DGLab2SumExP 0.1458 0.0138
MTMT1 0.0370 0.0023 0.1692 0.0190 0 (-36.4) 10.8 1.8 4.4
MTMT2 0.0255 0 0.1387 0.0107




Why so many grammatical and semantic errors?

Original JA Sentence and LOD Pre-translation:
Z 0L THETEFT > a T VAP EE D, KEEDEE 70 DX EIL T < X

2/,
= 9 L T#/[E Teconomic nationalism 737 F V), K #t# Dinternationalism & <&
(T2 X o7,

NMT for the pre-translated Sentence: Ungrammatical

Thus in strong economic nationalism, internationalism after World War momentum
is gone left.

NMT for the original sentence: Correct

Thus, economic nationalism strengthened in each country, and the momentum of
international cooperation after the war disappeared.



How can we fix it?

1. TF-IDF based pre-translation decision:

To suppress JA-EN mixed text, too easy terms should not be pre-translated
because NMT can handle them correctly.

Probably TF-IDF is a good metric to determine whether the term should be pre-
translated.

1. Using “the latest” Bing Translator
The latest version of the Bing Translator can handle JA-EN mixed text better!

“Z 9 L T4 [E CTeconomic nationalism 2358 F ¥, K% Dinternationalism D&
HEIXHZ S o7,

“The economic nationalism strengthened in each country, and the momentum of
internationalism after the war disappeared.”



Conclusions



Conclusions

Neural MT doesn’t work

Simple neural translation
of knowledge resource
does not work for
domain specific cross-
lingual question
answering.

LOD works

Linked open data is
effective to find correct
translation for difficult
terms in machine
translation process.

Adding Open Knowledge

Adding source language
(EN) open knowledge
resource would help even
if its content is not
equivalent to the target
language (JA) knowledge
resources.



