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Generation-based Method Case Study

We participate in NTCIR-13 Short Text Conversation In our generation-based method, we first generate We show some from our generation-based method
(STC) Chinese subtask. In our system, we use the various candidate comments, then perform ranking on submissions cases in Table 3. and Table 4. to reveal how
retrieval-based method and the generation-based method them to get a preferable top 10 results. Figure 2. shows our improvements on baseline models benefit candidates
respectively. We have achieved top performance in both generation-based method. generation and ranking.
methods with 8 submissions. | Query f1Zx N —iZMg M4, WK, W2 —FAEVER] 5Ri# (Drink tea and chat with the
family, what a joy of life)

|

|

|

|

: X FEUAT (1 feel the same)
| K AMAEEWe (I’'m watching too)
|

|

|

|

|

|

Jell, AiEE— M2 (Yes, life is joyful)
HHZE. - o (Metoo...)

=, FHIXAIAN (Yes, | also believe so)
AL (Me too!!!)

ffief, SZM ! (Uh, yeah!)

. . . Segment-beam-search decoding 220 1 (Yeah, yeah!)

end, we use learning to rank to get the final result list. M, M. (Yes, yes.)

. . . Fe 21X 4 2B (1 think so, too)
Figure 1. describes the process of our retrieval-base method. . ao A
candidates T, &M (Yes, yes.)

HZE. « o (Metoo...)

query )
VAEAtth VAEAttn
addmem

Generative Models

In this part, we treat STC as an IR problem. We

- . S2SAttN-
1 ' dd
Retrieval-based Method : addmem

separate the process into stages, as it goes, we reduce the 5G01-C-G3

candidate set and introduce more complex features. In the

query FR A 21X 4 AE 1 (1 think so, too)
Scoring & Ranking F AR Z 11 (Me too!!!)
e, AR —MEAZ (Yes, life is joyful)
Retri SGO1-C-G4 | oy o (Yeah, yeah!)
etrieve 10 pairs KA IX 1 (1 feel the same)
Stage e, FIX 24NN (Yes, | also believe so)
Ha[Hw[, MR (Uh, yeah!)
___________________ K AHAEEWE (I’'m watching too)
Figure 2. Diagram of Generation-based Method
500 pairs 3
Ranking Generative Models Query GUMAT, BATCLEH, S5 G, BHELH. (Mydear friends in
Stage | S— We design 4 generative models to generate candidate Hangzhou, we are qj_j ”%b;azjgg Ij”a"e:fz W:’” t :e Se:'”g Z"")‘ fora while.
. . . ‘ AE= | (You’ve had a long day, be safe!
comments, models are trained with Repo,,;,, corpus is pre- ¥ T . o« o (You've had along day...)
.. WALEIT HELR ! (Wish you a happy holiday, too!)
...................
— — RS e o o ave a 800 rp, oe sare...
Rankin ———— T seq2seq [I. Sutskever 2014] with attention mechanism {/R B 32188 FLIFT? (Where are you going?)
8 e $2SAttn—add — #5~F-Z2 111 (Have a good trip!!!)
Stage I n—aaamem PSR MR (Wish you a happy journey!)
10 pairs ™ Add dynamic memory to the attention WAL Kl « - (I'm also waiting for boarding...)
AT HEP SR ! (Wish you a happy holiday, too!)
* VAEAtin —EEVERZEM ! (Must be safe!)
Figure 1. Diagram of Retrieval-based Method M Use Variational Auto-Encoder ﬁ“@‘ﬁﬁﬁhrﬁjm' (Wish you a happy journey!)
ny oy FUANRRIB AR  (Welcome to Hangzhou!)
.  VAEAttn—addmem BUMYGEAR ! (Welcome to Hangzhou!)
Stagej.: REtrleve Stage 3G01-C-G2 [T 7% ?  (Back to Hangzhou?)
o . o 2 BHER AT 2 (When coming to Hangzhou?)
At the beginning, we do data pre-processing to remove Rank the Candidates FKAUM T ? (Coming to Hangzhou?)
. . . . . . X2 B IEASHEIT (1t’s been late, still up?)
some low-quality post-comment pairs, then we put the We define likelihood and posterior to rank the AR ER Y B (Will support you! Good luck!)
repository into a light-weighted search engine, treating the candidates. For a post X and a generated comment Y’, we ii%jﬁ%ﬁﬁé! (You've had a long day, be safe!)

. . . . .. . . EERIP? (Where are you going?)

post like a title and the comment like content. define Scores,;s—,. as a prediction of logarithmic P(Y'[X), ST, . o (You've had a long day...)
. . . . . . . R I '
For a given query, we retrieve 500 post-comment pairs known as likelihood. We sum up likelihood scores from ﬁ%ig%@%&,ﬁée e VOFH?,': i?g)ood trip, be safe...
from the repository for further comment selection. different models and implementations, noted as Li. As for SGO1-C-G3 | g 52111 (Have a good trip!11)

o o . . . . . . WWEZE KHl. - o (I'm also waiting for boarding...)
Traditional features in IR are used in this step, such as posterior, we make the prediction P(X|Y'); so we have B, %%\]ﬁ K. (Okay, wait for your message.)
BM25, MRF for term dependency, Proximity, etc. These Scoresys—2p and Po. We combine them in the following fﬁg*%;ﬁi%i(afthhaa”nkk‘s'f)“ foryour support)
features will also be used in the final stage. way to get the final ranking score:

Table 4. Case Study 2

Stage2: Ranking Stage I score = L J“l;(lyj)’u * Po Analysis & Conclusions

In this stage, we employ features designed for STC task:

On average, VAE does worse than traditional seq2seq, but

. . « ey e _ , _ (cH|Y'he , ... : :
comme S;/I\? 112(111'11\? of Tl;;DF Vector between: where Ip(Y") = cipa Y- Wu2016]. it can bring in interesting candidates. The feature Po works,
Eegatlve ord Mover Distance [M. J. Kusner 2015] Before ranking, we also process the comments by rules to giving higher rank to more informative candidates. Fusion
etween: make them more fluent and to remove improper comments. of models do better than single model, because the

v
query <> post ranking will bring preferable candidates to top 10.

v : : :
query <> comment m According to the evaluation results, the generation-based
v’ query < post + comment

method does better, however, it still prunes to generate
Submission L2R respect to P+ hERR@10 “safe” responses. Meanwhile, the retrieval-based method

tends to get in-coherent comments. We also find that larger

« Translation based language model [Z. Ji 2014]

We treat each feature as a ranker, simply add the

sequence number to get a final rank, we keep the top 50 >GO1-C-R1 nGel 0.5355 0.6084 0.6573 : .. :
. size of training data will help a lot.
candidates. SG01-C-R2 NERR@10 0.5168 0.5944 | 0.6461
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