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What is NTCIR14 QALab-PoliInfo ? 
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The NTCIR-14 QA Lab-PoliInfo aims at real-world complex Question Answering (QA) technologies
using Japanese political information such as local assembly minutes and newsletters.
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Segmentation task

Classification task

Dataset Segmentation Segmentation
Training 67 set 298 set

Test 50 set 83 set

Dataset Summarization Summarization
Training 67 set 598 set

Test 50 set 146 set

Dataset Classification Classification
Training 344 set 10,201 set

Test 344 set 3,412 set

Input The minutes and a summary of an assembly member speeches
Output The first and the last sentences of the original speech 

corresponding to each summary
Evaluation Recall, precision, and F-measure of the concordance rate of the first and last sentences

Input

The minutes and a pair of summaries of a question and the 
answer.
An assembly member asks the question.
A governor or staff answer the question.

Output The first and the last sentences of the original speech 
corresponding to each summary

Evaluation Recall, precision, and F-measure of the concordance rate 
of the first and last sentences

Input A speech of a member of assembly in the minutes and a limit 
length of the summary

Output A summary corresponding to the speech

Evaluation ROUGE scores and participants assessment in terms of content, formedness and total.

Input A speech of a member of assembly in the minutes and a limit length of the summary
Output A summary corresponding to the speech
Evaluation ROUGE scores and participants assessment in terms of content, formedness and total.

Input A political topic and a sentence in the minutes

Output A class (support with fact-checkable reasons, 
against with fact-checkable reasons or other)

Evaluation Accuracy of all classes, recall of each class, precision of each class 
and F-measure of each class.

Input A political topic and a sentence in the 
minutes

Output

A relevance (existence or absence), 
A fact-checkability (existence or absence), 
A stance (agree, disagree or other)  
A class (support with fact-checkable 
reasons, against with fact-checkable 
reasons or other)

Evaluation Accuracy of all classes, recall of each class, precision of each class and F-measure of 
each class.

The best recall was 1.000 of nami-11, the best precision was 
0.940 of nami-01, and the best F-measure was 0.895 of RICT-01.

The best accuracy (i.e. 0.823) was 
achieved by ibrk-01 and all STARS.

For support, the best recall was 0.811 of 
FU01-01, the best precision was 0.400 
of TTECH-03, and the best F-measure 
was 0.455 of TTECH-02. 

For against, the best recall was 0.708 of 
TTECH-02, the best precision was 0.375 
of akbl-01, and the best F-measure was 
0.314 of TTECH-03.

For other, the best recall was 1.000 of 
ibrk-01 and all STARS, the best precision 
was 0.930 of TTECH-02, and the best F-
measure was 0.903 of ibrk-01 and all 
STARS. 

Summarization task

For ROUGE scores, nagoy-01 achieved the best scores except some cases.

We conducted in a dry run and a formal run, 
which are including the segmentation, summarization, and classification tasks. Fifteen teams submitted 119 runs in total.

The quality questions were assessed by a three-
grade evaluation (i.e., A to C) from viewpoints of 
content, formedness and total.

The best accuracy was 0.942 of TTECH-07, -08 and -10.

For support, the best recall was 0.731 of FU01-02, the best 
precision was 0.738 of KSU-03, -04, -07 and -08, and the 
best F-measure was 0.256 of TTECH-02.

For against, the best recall was 1.000 of CUTKB-04, the best 
precision was 0.207 of TTECH-05, and the best F-measure 
was 0.216 of TTECH-05.

For other, the best recall was 1.000 of TTECH-07, -08, -10, 
RICT-01, -05, -06 and STARS-01, the best precision was 
0.947 of TTECH-02 and -05, and the best F-measure was 
0.970 of TTHECH-07, -08 and -10.


