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MPII participated in all three CENTRE 

subtasks [4] in order to express support 

for reproducibility in IR research.

Despite known deviations from the 

original approaches for all three subtasks, 

we were able to reproduce the overall 

behavior for two subtasks. Topicwise

reproducibility proved more elusive.

Summary of subtasks:

o T1: replicable overall but not topicwise

o T2TREC: reproducible overall

o T2OPEN: no significant difference

Subtask T2OPENOverview

Subtask T1: Replicability Subtask T2TREC

All results tables taken from [4].
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Goal: replicate improvement from RMIT’s 

WWW-1 runs, in which SDM (Advanced 

run) improved over FDM (Baseline). [1]

Known deviations: Indri v5.12 (vs. 5.11); 

used constant unordered window size of 

8; unable to index ClueWeb inlinks.

Goal: reproduce improvement from UDel’s

TREC WT13 runs, in which axiomatic 

expansion with an external collection 

(Advanced run) improved over expansion 

on the target collection (Baseline run). [5]

Known deviations: did not filter CW12 

index; Bing and Google snippets; CW12 B 

rather than A; lowered beta for A run.

Goal: reproduce improvement from 

DRMM paper, in which logcount based 

histograms (LCH) improved over count 

histograms (CH). Authors hypothesized 

LCH is important in order for model to  

learn multiplicative relationships. [2]

Known deviations: new implementation; 

optimal histogram sizes differed.


