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respondent questioner respondent
B QUESTION TO RESPONDENTS M ANSWERS TO QUESTIONER Table.1 The purpose of the task is to generate coherent, fluent
Fig.1l Turing test: If the agent wants to have human intelligence, and emotional responses based on the given posts. The first
understanding and expressing emotion is one of the keys. response will appear in the model parts as an example.
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Emotions—s-| PR - nacer characters  FXVZ 1 0,735 0.790 1.005 0.880 0.655 0.670 0.600 0.615 1.110 1.115 0.821 0.814
Table.2 The evaluation results of our run submissions.
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Fig.2 Structure and generation process of P&E2R model [tears] | also\want it Because | also have not seen it [tears]
X ETABSI? AR EEBRN
Disgust : .
PZR& EZR 11 Od e| What's going on? Because you didn't watch the movie
L HzEEe ARSI
next character J What do you mean? What movie?
Posts — ~(Bis) c - | Ha ES IGTATE, 47 25 AEBROIE FAEE T ALFHHY?
R D t;r’,l';iae +t LSTM | Softmax |- T PPY [laughing] Haha, many people know, don’t know what fun?
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—>Responses = . mbedding [ L™ = hiLda;;n Pr;ff;ﬁglz‘;‘f;ﬁ Table.3 The responses comparison of P&E2R and P2R&E2R model.
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EURELMEIBA, BINT! + <start> .. a We use a character-based preprocessing method
=N + <start> 3) after analyzing the dataset.
=iAe { | l +£& :
ﬁuﬂiﬁ'ﬁﬂﬂﬁk, Ei}mz;_' + z L--L (4 We propose two different methods to
EN+= 2 : :
K generate responses with emotions.
_ The P&E2R model is a method The P2R&E2R model is a
Pt by PN ; = I+ of concatenating emotion method by training posts and
ZIEANRIZA. Ei}m%k N ° ot <end> labels with posts. emotion labels respectively.

Fig.3 Structure and generation process of P2R&E2R model

Preprocessing

Both methods utilize the beam search to improve
the performance of responses.

Both submissions get

* Removing post & response pairs without Chinese characters average scores above 0.8,
* €.g. ~How-are-yeu?—FHne: proving that our methods
g are effective to some
N extent.

 Removing extra duplicate characters (3 times at most).

- e.g. — IQNGRSERNG! 1 | In the future, we will pay
y more attention to the
diversity of response
- Removing low-frequent (frequency < 50) characters. A generation.

e e.0. - XEBEE Our code on GitHub
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