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Hello everyone, my name is Jiaqing. I’m from School of Information, Renmin University of China. And I’m very glad to have this chance to share our team’s work on WWW task of NTCIR 14. I’m the speaker, but the authors are Xue Yang and my mentor Dr. Dou, they are not here now. 


Outline

« WWVW @ NTCIR-14
* Overview

* Model

* Results and analysis
» Conclusion

2019/6/12 2


演示者
演示文稿备注
Let’s have a glance at this talk. First, the basic introduction to this task. Then is the overview of our framework. Then is the detail of the model. The last one is results and conclusion.


WWW @ NTCIR-14

e Goal: An ad hoc web search task

« Ranking Web pages with their relevance

« Subtask 1: Chinese
« SogouT-16 Corpus, SogouQCL Corpus

« Subtask 2: English
* ClueWeb12-B13 Corpus
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OK. As the overview introduced, the goal of this task is the ad hoc web search. That means we need to rank some Web pages based on their relevance.
There are two subtasks. They’re different in language. One is Chinese subtask, which provide SougouT-16 corpus and SougouQCL corpus. The other is English subtask, it use ClueWeb12-B13 corpus.
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Data-Flow Overview

* Four steps
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| ' Feature
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Then, let’s step into the model structure. We divide our model into four steps. The first one is data preprocessing, and then feature extraction. After we get the features, we use it to train our model and predict the results.


P &) A K

RENMIN UNIVERSITY OF CHINA

Data Preprocessing

* Pre-processing web  Collecting official and
corpus: cleaning, parsing previous TREC and
and indexing using Solr NTCIR Competition

labeled data for training

models.
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The first step, data preprocessing, we clean, parse and index the web corpus into Solr. And then, we collect official and previous trec and ntcir competition labeled data. We use them to train the model. However, we do not use the user behavior data.

train
400 query
Trec 09-14
Ntcir 09-11
Offcial -> 



Feature Extraction

* Traditional Features
* Traditional relevance features for different fields

« Embedding Features

« Cosine similarity between the distributed
representations of query and document

* Deep Neural Features

« Matching scores of unlabeled query-document pair
by deep neural matching models
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The most important part is the feature extraction.
We use three kinds of features. Traditional features, embedding features, and deep neural features. We will then describe them in detail.
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Feature Extraction (Cont'd)

 Traditional Features

 Relevance features for four fields
* Anchor, title, URL, and body

 Relevance features for the whole document

Name  Description Fields

BM25 BM25 with default parameters (anchor), title, URL, body, whole
TF-IDF TF-IDF model (anchor), title, URL, body, whole
LMIR  Language model with Dirichlet smoothing (anchor), title, URL, body, whole
TF Sum of term frequency (anchor), title, URL, body, whole
IDF Sum of inverse document frequency (anchor), title, URL, body, whole
DL Document length (anchor), title, URL, body, whole
PM Perfect match (anchor), title, URL, body, whole
CM Complete match (anchor), title, URL, body, whole
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These features are traditional statistic features, such like BM25, TF-IDF, language model and others.


Feature Extraction (Cont'd)

 Embedding Features

« Word2Vec (Mikolov et al., 2013)

« Get representations of query and document by
averaging the word embedding of terms

1 .
o V4 = £2?=1 Term;;,j € [1...n]

« Cosine similarity between query representation and
document representation as feature

« Basic use of pre-train word embedding
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The next one is embedding feature. With the help of the Word2Vec, we can get the embedding of each words, and then we use the mean value of word embedding to get representation vector of query and document. Then we calculate the cosine similarity between query representation and document representation. This feature can be regarded as a basic use of pre-train word embedding.


Feature Extraction (Cont'd)

* Deep Neural Features (Matching Score)
+ ARC-l (Hu et al., 2014)

T b

Q, _

O :> ]

c ]

EE >> <:;jx E MLP

Q ' ] O

2 A 1 L0 O

258 8 o—
= o O Matching

o E O Degree

1 ]

o Ik

b u

c

Q

v

Learn representation vectors of query and document with CNNs
Get the matching score by a multi-layer perceptron layer (MLP)
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The last one is deep neural features. We use many deep neural text matching model to compute the matching score between query and document.  We use the ARC model to learn representation vectors of query and document with CNNs, and get the matching scores by a MLP.


P &) A K

RENMIN UNIVERSITY OF CHINA

Feature Extraction (Cont'd)

* Deep Neural Features (Matching Score)
+ ARC-Il (Hu et al., 2014)
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» Learn interaction representation vectors for query and document
» Get the matching score by a MLP after 2D pooling and convolution
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We use ARC second version model to learn interaction representations, and get matching score by MLP after pooling and convolution. 
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Feature Extraction (Cont'd)

* Deep Neural Features (Matching Score)
« DRMM (Guo et al., 2016)

Matching Score

Score Aggregation

Bi| B2 B3
Feed Forward : : : Term Gating
Matching Network Network

Matching Histogram
Mapping

Local Interaction

« Matching histograms: interaction between query term with document
» Matching score: based on MLP and calculated by a softmax function
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We use DRMM model to get matching histograms at first, and then get matching score by softmax.
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Feature Extraction (Cont'd)

* Deep Neural Features (Matching Score)
« aNMM (Yang et al., 2016)
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Question Attention Network

* Use value-shared weighting rather than position-shared (ARC-II)
» Integrate the results of each query term with a softmax function
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We use aNMM model to utilize value-shared weighting and get the matching score.


Feature Extraction (Cont'd)

* Deep Neural Features (Matching Score)
e MV-LSTM (Wan et al., 2016)
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Learn representation of query and document by bi-LSTMs
Build interaction matrix with cosine and get score by MLP
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We use MV-LSTM model to learn representation of query and document by bi-LSTM, then build interaction matrix with cosine, and get matching score by MLP.
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Feature Extraction (Cont'd)

* Deep Neural Features (Matching Score)
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* Local representations: one-hot encoding to exact term match
« Distributed representations: latent embedding based topic model

2019/6/12 14


演示者
演示文稿备注
And finally we use DUET model. It uses both local representations and distributed representations to compute matching score.
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Model Training

* Input Format
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 Model
 Ranklib: LambdaMART
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Then we transform the features into ranklib format and use the LambdaMART algorithm in Ranklib to train a ranking model.


Evaluation Metrics

* NDCG@K
* nDCG@K = Nt 2L, g(r)d (i)

- Q@K
. _ 1 K C(r)+Bcg(r)
Q@K = min(K,R) ZT:l](r) r+Bcg*(r)
- NERR@K

1 _
* nERR@K = TX_, ~[T/Z{(1 — R)R,
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And we use nDCG@K, Q@K, nERR@K as the evaluation metrics.


Results (Chinese)

Run Query Features nDCG@10 Q@10 nERR@10
.y Traditional

RUCIR-1 Description : 0.4515 0.4228 0.5792
Embedding

RUCIR-2 Content _radtional 4 1e66 04571  0.6044
Embedding

RUCIR-3 Description Traditional 0.4503 0.4223 0.5630
.y Traditional

RUCIR-4 Description 0.4458  0.4226 0.5619
Deep Neural

RUCIR-5 Description Deep Neural 0.2745 0.2404 0.3832
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The results are shown here. The Chinese subtask.


Results (English)

Run Query Features nDCG@10 Q@10 nERR@10
RUCIR-1 Description Traditional 0.3137 0.2973 0.4469
RUCIR-2  Content Traditional 0.3489 0.3352 0.4917
RUCIR-3 Description Jradiional g 5157 02973 0.4469
Embedding

RUCIR-4 Description _radiional =5 4593 03004  0.4602
Deep Neural

RUCIR-5 Description Deep Neural 0.2876 0.2659 0.4188
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The English subtask.


Analysis

* [CN & EN] Query content Run > Query
description Run (CO > DE)

» [CN] Traditional features Run + Embedding
features Run > Other Runs (1 > 3, 4, 5)

» [EN] Traditional features Run + Deep neural
features Run > Other Runs (4 > 1, 3, 5)

* [CN & EN] Deep neural features Run << Other
Runs (5 << 1, 2, 3, 4)
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We make some analysis.
The first one is, for both Chinese and English results, matching with query content is better than matching with query description. Maybe because the original query is more suitable to interact with document rather than query intent. 
Then we find that, in the Chinese result, the combination of traditional features and embedding features outperforms others.
And in English result, the combination of traditional features and deep neural features outperforms others. 
However, for both Chinese and English results, the performance of deep neural features is not so good, which needs more investigations.


Conclusion

 We Want Web task

« Matching with query content is better than matching
with query description

* Traditional text relevance features are still stable
and effective

« Using embedding feature can help a little

« Using deep neural features can help but less than
expectation, which needs future research
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Finally, we got some conclusions.
The first one is matching with query content is better than matching with query description. The results have proved it. 
Then we find that traditional features are still stable and effective. 
And embedding features can help a little.
The last one is using deep neural features can also help but less than expectation, which needs future research.


Thanks

Speaker: Jiaqging Liu
Author: Xue Yang and Zhicheng Dou
Email: {ruc_yangx, dou}@ruc.edu.cn
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That’s all about our work on WWW task.
Thank you.
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