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Introduction

Our Assumptions for the Summarization Subtask
1. Embedding model which is trained on political domain could be
useful for this task;
2. MMR score could be useful for extracting diverse sentences
from documents

v

Main Contribution
1. Proposing Japanese Political Sentence-BERT for sentence

embedding model;

2. Adapting an embedding-based unsupervised key-phrase
extraction, EmbedRank++, to summarization

3. Adding two similarity functions to the MMR score which is used
iIn EmbedRank++




Japanese Political Sentence-BERT Creation

Comparator

JPSB (Sentence Embedding Model)

1. Insert Japanese BERT into a
triplet network

2. Input target and positive /
negative sentence

3. Embed inputted sentences
with the BERT modules,
Inside a triplet network, using

MEAN pooling;

4. Training on dataset via pooling pooling pooling
making the distance d+ as 1 T T T
(positive), and the distance
d-as 0 (negative)' Japanese Japanese Japanese

Dataset BERT BERT BERT

Based on the dataset provided by

the QA LabPolilnfo-2 organizers.
27,078 triplets of [target, positive, Positive e
negativel. Sentence Sentence

Negative

Sentence



JPSB Model Evaluation

Evaluation Metrics:

1. diff:
take the difference between the cosine similarity of [positive

sentence, target sentence] and [negative sentence, target

sentence]. xThe larger diff indicates that the model can identify a positive
sentence and a negative sentence better.

2. Accuracy

The results show that our JPSE works better than one of common
sentence embedding models, i.e. USE.

" lar vy

USE 0.2441 0.8674
JPSB 0.3705 0.9849




Our Model for Summarizing Utterances

EmbedRank++ based Method

> To generate various sentences as summaries of utterances, we
adopt EmbedRank++, which is based on MMR score.

> To compute similarities, JPSB is adopted.

> We newly add cosine similarities between [a given utterance,
Main Topic] and [a given utterance, Subtopic].

=N\ Parameters k, m and s are set to 0.2, 0.3,
and 0.5, respectively.
05 CoS R: the ranked list of sentences retrieved by
— 0.5« max CosSim\D;, D ; -

Djes ( I ])} gn T]Igorlttr:m f i
IO N NS : the subset of sentences in R,
{ +m x Cossim (Di, MT) ; Di and Dj are retrieved sentences,
( , Q: the averaged vector of inputted all

A sentences

key_size(Answer) and key_size(Question)
refer to the number of outputted sentences

M MR = arg max{k = {0.5 CosSim (Dj, Q)
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Our Model for Summarizing Utterances

EmbedRank++ based Method
> To generate various sentences as summaries of utterances, we

Extract the top-[key size|

sentences as outputs

Q: the averaged vector of inputted all
sentences

key_size(Answer) and key_size(Question)
refer to the number of outputted sentences

|5 * CosSim (D;, ST)). §

Answer length , _ !
{ Functions |

50
Question length

50 .

key size (Answer) :=

key size (Question) =



Evaluation Results

> Regarding ROUGE-1 scores, Sentence-BERT-based approach does
not outperform USE-based one.

> \WWe cannot say that JPSB is also useful for summarization task.

USE-based EmbedRank++ 0.0846
JPSB-based EmbedRank++ 0.0696



Evaluation Results

> Blue sentences express good summaries, but red one does not.

> This is because the red sentence is the closest to central embedding.
— We need to tune the parameters for EmbedRank++ scores.

Reference
Summary #1

EDEEBRY A V7 7ZHE O—FEHE. IS - TEE & OEZICNA. HNEEEZR > TRE

IC B8t B 181 Z fE{R. (We should ensure that the Tokyo Metropolitan Government will take responsibility for

management of the Port of Kawasaki and the Port of Yokohama, in addition to coordinated efforts with Tokyo's
industrial policies, infrastructure development and cooperation with the ports of Kawasaki and Yokohama.)

Output #1

RRODEXEBEYCI V778 EE—FHNICHDH CEROSNTED Y, /IRISEOEEZHAULT:
RREADFEEZF > TEERZICO DL >TVLKFHIZEERULTEIWVLWD XTI, (At the same time, we

need to work on Tokyo’s industrial policies and infrastructure development. We should ensure that the
Tokyo Metropolitan Government, which knows well the actual situation in the field, will take responsibility
for port management.)

Reference
Summary #2

HEICOWTHBEBREERT, XMEIAXE. ENOHRILFTEK. ERFXEEFLOEEZ™L

UTEtRICHEIET Do (Let us explain the new purposes for Tokyo metropolitan roads. We will actively promote
support for municipalities, also demand expansion of financial resources from the government, and strengthen
cooperation with wire-line operators.)

Output #2

—EBDZEICEHTEVWDTT, /ARG L2HETREDERE SEHXKEHOREZBEUEFICENS

FHHEEZEIHUTEWVND £9, (We will make every effort to support the city. We will create a world-
class urban space with the aim of creating a distinctive urban landscape and a highly disaster-resistant city.)




Conclusion

> We created Sentence-BERT for Japanese political texts.

> \We adopt the Japanese Political Sentence-BERT to utterances
iIncluded in the Japanese minute data summarization task.

> QOur sentence embedding model did not work well for this subtask
(both ROUGE and human evaluation).

> It is necessary to tune the parameters of the score function in
our method.







