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ABSTRACT
The JRIRD team participated in the Dialog Summarization subtask
of the NTCIR-15 QA Lab-PoliInfo-2 task. This paper describes my
approach for the topic-aware summarization of assembly member
speeches. The system consists of threemodules: (1) a pre-processor
that retrieves speeches from minutes, (2) a BERT-based sentence
extractor that extracts candidate sentences by predicting the topic-
aware importance of each sentence in a speech without annota-
tions, and (3) a UniLM-based summary generator that generates a
summary from the extracted sentenceswhile controlling the length
of the summary. Results show that my system achieved an out-
standing performance among all of the participants in the task,
both in the evaluation using ROUGE scores and in human evalua-
tions.

TEAM NAME
JRIRD

SUBTASKS
Dialog Summarization

1 INTRODUCTION
Generating a short summary from long minutes plays an impor-
tant role in helping the fact-checking of speaker utterances as well
as understanding of their policies. The Dialog Summarization sub-
task of the NTCIR-15 QA Lab-PoliInfo-2 task [5] (hereinafter re-
ferred to as “PoliInfo-2”) aims to automatically generate a short
summary from the Tokyo Metropolitan Assembly minutes. In this
subtask, given the assembly minutes and one of the topics dis-
cussed in a speech, participants of the subtaskwere asked to gener-
ate a topic-aware summary corresponding to the speech, keeping
in mind that each speech mentions several topics.

Ogawa et al. [10], being inspired by the previous NTCIR-14 QA
Lab-PoliInfo tasks [6] (hereinafter referred to as “PoliInfo”), pro-
posed an approach that first used a rule-based segmentationmethod
to extract a paragraph that mentioned the given topic, and then
used decision trees to reduce unnecessary words and to produce
a short summary. However, in contrast to the previous PoliInfo
Segmentation subtask, reference summaries were not given in the
PoliInfo-2 Dialog Summarization subtask, making it rather chal-
lenging to extract from the entire speech an appropriate paragraph
for a given topic.

Hiai et al. [4], using another approach, extracted important sen-
tences without importance scores attached to each sentence, by us-
ing support vector regression that predicted similarities between
a summary and each of the sentences in a speech. However, their

scope was limited to extraction from a segmented paragraph, so
their approach could not be simply applied to the current PoliInfo-
2 Dialog Summarization subtask, where multiple topics may be
mentioned in a speech.

I extended this idea of extracting important sentences related
to a topic, and tackled the PoliInfo-2 Dialog Summarization sub-
task [5] as amember of the JRIRD team.My approach uses a regres-
sion model that predicts a topic-aware importance score. It elim-
inates not only the need to annotate the importance of each sen-
tence, but also the need to split the text of a speech into segments
taking their topics into account. This also enables us to achieve
a better performance by training our models using a large quan-
tity of the minutes and reference summaries without the effort of
further annotations such as segmentation, extraction, or allocat-
ing importance scores to each sentence. My model makes use of a
strong pre-trained language model, BERT [2].

I then generate summaries from the extracted sentences. I use
another strong pre-trained language model, UniLM [3]. I propose
modifications for this abstractive generation method to control the
length of a generated summarywithin a given desired lengthwhile
containing a sufficient amount of information.

As a result, my models achieved the best performance among
all the participants in the subtask, both in the human evaluations
of all five metrics and in the ROUGE-based automatic evaluations.

In this paper, I describe my approach in the Dialog Summariza-
tion subtask and its results. We also discuss the performances and
limitations of our settings through additional experiments. The re-
minder of this paper is organized as follows: Section 2 describes
my approach. Section 3 explains the details of my implementa-
tions. The results of the formal run are described in Section 4. In
Section 5, we discuss the limitations of our approach and future
research directions. Finally, Section 6 concludes my paper.

2 MY SYSTEM
The overview of my system is shown in Figure 1. My system gen-
erates summaries from the TokyoMetropolitan Assemblyminutes,
and consists of three modules: a pre-processor, a BERT-based sen-
tence extractor, and a UniLM-based summary generator. In this
section, I briefly outline the task settings and then describe each of
three modules.

2.1 Task Settings
The outlines of the Dialog Summarization subtask are described
in the task overview paper [5]. In this section, I only describe the
details of the settings.
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Figure 1: Overview of my system.

Assembly minutes are transcripts of all the utterances made in a
meeting. A questioner, a member of the assembly, makes a speech1,
asking several questions on various topics. After his or her ques-
tions are all posed, the Governor and superintendents make their
speeches to answer the questions in turn, after which a next ques-
tioner starts his/her speech. Unlike in other prefectural assem-
blies in Japan, each questioner in the Tokyo Metropolitan Assem-
bly makes only one speech in a meeting, and that speech may con-
tainmultiple topics and questions. The assemblyminutes are, how-
ever, not segmented by (sub-)topics nor annotated, hence they con-
tain no metadata other than the speakers’ names and the speeches
themselves.

A newsletter (called Togikai-dayori) is published after eachmeet-
ing. It contains the speakers’ names, main- and sub-topics, and
summaries (but not the speeches themselves). To compose a news-
letter, each questioner’s speech is segmented so that all of the sen-
tences in a segment are about a sub-topic, which is expressed in a
fewwords. Responses that correspond to questioners’ speeches are
also segmented using the same (i.e., questions’) sub-topics. A sum-
mary is written for each of the segments (both for questions and
answers) and contains about 50 characters or a few sentences. In
addition, each questioner’s speech is abstracted into a pair of two
short sentences, called a main topic, although it does not contain
the complete opinion of the questioner.

The goal of the Dialog Summarization subtask was to automat-
ically generate such a summary, given a main topic, a sub-topic,
and an entire speech in the assembly minutes made by the same
speaker in the meeting. In the PoliInfo-2 task, participants were
also given a desired number of characters for each input, and the
generated summary was required to be of this length or shorter.
I mainly used the datasets prepared by the task organizers [5, 7],
and the generated summaries were evaluated using ROUGE-1 [9]

1Hereinafter, we assume that a speech is represented in text.

recall of their content words2, as well as human evaluations. The
task overview paper [5] outlines the detailed format and an exam-
ple of the dataset. Section 3.2 outlines details of our datasets.

2.2 Pre-process
The first module, the pre-processor, takes a summary (or its place-
holder for the test dataset) as an input, and retrieves the entire
speech made by each of the speakers who mention a sub-topic in
the meeting.

I first developed a person-role map for each meeting. This was
necessary as those responding are distinguished by their names
(e.g.,石原慎太郎, Shintaro Ishihara) in the assembly minutes, but
by their roles (e.g., 知事, the Governor) in the newsletter. I ex-
tracted the mapping from remarks (e.g., 知事石原慎太郎君登壇,
Governor Shintaro Ishihara appeared on the platform) in the as-
sembly minutes3.

I then split ameeting into sub-meetings, so that each sub-meeting
contained one questioner’s speech and at least one response.More-
over, all of the speeches made after a questioner appeared on the
platform and before either themeetingwas closed, or another ques-
tioner appeared on the platform, were considered to be in the same
sub-meeting. Such a split helpedme to identify a questioner’s speech
that corresponded to a response, as responders (like the Governor)
often make several speeches in a meeting.

Then, for each sub-topic in the newsletter, given a list of its
questioner and respondents as well as person-role maps, I chose

2The summaries are tokenized using MeCab-UniDic [1] for this automatic evaluation.
3For a few exceptional examples where the roles are abbreviated in the newsletter,
I also mapped each of the roles to a role in the assembly minutes that contains all
of its characters. For example, “オリンピック・パラリンピック準備局長” (Director
General of Bureau of Olympic and Paralympic Games Tokyo 2020 Preparation), a role
in a remark in the assembly minutes, contains all the characters in “オリパラ局長”
(Director General of Bureau of Oly-Para), an abbreviated role in the newsletter, and I
added this pair to the mapping as well.
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a sub-meeting and a set of corresponding speeches. Here, the sub-
topic and speeches exhibit a one-to-many correspondence, as we
do not yet take the sub-topic itself into account, only the speakers.
We call each of the speeches in this set a source speech hereafter,
and assume that each summary can somehow be generated from
a source speech (i.e., without any external knowledge base).

2.3 Sentence Extraction
The secondmodule, the sentence extractor, reduces the entire source
speech (35.80 sentences or 4,895.59 characters long on average)
into a few sentences, taking its sub-topic into account. We call a
set of extracted sentences a source passage and assume that only
this passage in the speech is essential to generate a summary.

We also assume that a summary and its source passage are lex-
ically similar. In other words, given a summary, the higher the
ROUGE score [9] between the summary and a sentence in the
speech, the more likely the sentence to be a part of the summary’s
source passage. Therefore, I calculated the ROUGE-1 F-measure
(for surface form) for each of the sentence-and-summary pairs and
extracted sentences with higher scores as a source passage. Here,
the number of sentences were determined so that the entire pas-
sage did not exceed 150 subwords4. Also, the sentences in a passage
are not necessarily continuous in the speech nor in the assembly
minutes.

A challenge here is that, unlike the previous PoliInfo Segmenta-
tion subtask [6], a summary is not given for the test dataset in the
PoliInfo-2 task, so that a ROUGE-1 score cannot be simply calcu-
lated. To deal with this problem, I built a BERT-based [2] regression
model to predict the ROUGE-1 score. The model outputs a value
in [0.0, 1.0] which we regard as a (predicted) likelihood that the
sentence will be a part of its source passage.

The model takes as an input a pair of two segments: a sum-
mary’s metadata and a sentence from the minutes. The metadata
is presented in a sequence of three sentences concatenated with
a special out-of-vocabulary separator: two sentences of the ques-
tioner’s main-topic for that meeting, and the sub-topic. To train the
model, as well as for prediction, I used all possible combinations of
sub-topics and sentences in the same speech.

Moreover, each summary in the training (segmented) dataset
has a StartingLine and an EndingLine annotated, so that we
know that sentences outside this range are not essential to gener-
ate the summary. For the training examples with this information
available, I regard the ROUGE-1 scores for sentences outside this
range to be zero.

2.4 Summary Generation
The last module, the summary generator, abstracts the source pas-
sage. It generates an abstractive summary usingUniLM [3], a BERT-
based model that outputs token sequences. I did not adopt a sen-
tence reduction (i.e., an extractive summarization) approach that
often generated unnatural sentences in the previous task [11].

For each of the summaries (or its placeholder for the test data-
set), I prepared an input to the model. It had a single segment and

4I used byte-pair-encoding [12] and MeCab-Jumandic [8] as I describe later in Sec-
tion 3.

was presented in a sequence of concatenated sentences with a spe-
cial out-of-vocabulary separator: two sentences of a main-topic, a
sub-topic, a source passage, and a special out-of-vocabulary token
that distinguished whether the summary was a question or an an-
swer.

To control the length of the generated summary, I made some
minormodifications to the UniLM implementations. First, all of the
examples whose summaries were shorter than 20 subwords were
discarded from the training dataset. Second, I forced the model to
generate at least 10 subwords during the beam search, by replacing
the probabilities that an EOS token was output before that thresh-
old with zero. Third, I used a modified metric to choose a sequence
from the results of a beam search, instead of the calculated prob-
ability that the sequence was generated. Moreover, I first priori-
tized all of the hypotheses shorter than the given desired length,
and then, chose the hypothesis that had the highest ROUGE-1 re-
call with regard to the source passage, assuming that all the words
in the source passage were more likely to appear in the summary
(i.e., the summary was lexically similar to the source passage).

3 IMPLEMENTATION DETAILS
This section explains my model implementation in detail.

3.1 Pre-trained Models
To train my models, I used the NICT BERT Japanese Pre-trained
Model5 (32k vocabulary version) as a starting point, provided to
the public by the Data-driven Intelligent System Research Center,
National Institute of Information and Communications Technol-
ogy (NICT). This model was pre-trained for 1.1 million steps (one
million steps with a maximum sequence length of 128 and 100
thousandmore steps with that a maximum sequence length of 512)
with a batch size of 4,096, resulting in 16 times more epochs than
other publicly-available models trained using Japanese Wikipedia.

I further pre-trained this model for UniLM [3], with the same
corpus (i.e., Japanese Wikipedia) and the same settings, except for
a batch size of 256. As a result, my models had the same number
of parameters as the BERTBASE [2] (i.e., 12 layers, 768 hidden state
size, etc.).

3.2 Datasets
To train my models, I used all the training datasets provided by
the task organizers [5, 7]: (1) the segmented dataset, whose sum-
mary had StartingLine and EndingLine annotated, created for
meetings held in 2011 and 2012, and (2) the unsegmented data-
set, without such annotations, created for those meetings in 2014.
I used the test dataset provided by the task organizers, which was
created for those meetings in 2013.

Additionally, in one of my experiments, I also used (3) my own
datasets, without annotations for StartingLine and EndingLine,
that were created for those meetings from 2001–2011 and 2015–
2019.

5https://alaginrc.nict.go.jp/nict-bert/index.html
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Table 1: Statistics of the datasets.

Assembly minutes Newsletters
Dataset Questioners Speeches (Q & A) Sentences Sub-topics Summaries Date

(1) Train (Segmented) 123 560 20,284 438 993 Jun 2011 – Nov 2012
(2) Train (Unsegmented) 91 363 12,756 325 693 Mar 2014 – Dec 2014
(3) Train (Mine) 1,177 5,089 180,596 4,565 9,878 Sep 2001 – Feb 2011, Feb 2015 – Dec 2019
Test 74 293 10,310 254 533 Feb 2013 – Dec 2013

Table 2: Quality question scores in the formal run.

Content Well- Non-twisted Sentence Dialog
X = 2 X = 0 formed All Evaluable goodness goodness

ID 185 1.014 0.900 1.830 1.220 1.581 1.042 0.848
ID 189 1.082 0.975 1.858 1.316 1.712 1.129 0.937

Baseline [10] 0.748 0.671 1.582 1.011 1.658 0.730 0.488

Table 3: ROUGE scores in the formal run.

Recall F-measure
N1 N2 N3 N4 L SU4 W1.2 N1 N2 N3 N4 L SU4 W1.2

Surface ID 185 0.503 0.221 0.134 0.087 0.415 0.252 0.199 0.373 0.158 0.096 0.061 0.303 0.174 0.193

Form ID 189 0.517 0.241 0.146 0.093 0.429 0.267 0.206 0.387 0.175 0.106 0.069 0.317 0.188 0.202
Baseline [10] 0.405 0.130 0.076 0.046 0.338 0.169 0.160 0.308 0.099 0.058 0.036 0.253 0.123 0.159

ID 185 0.511 0.224 0.137 0.091 0.421 0.258 0.202 0.379 0.161 0.098 0.064 0.308 0.178 0.196
Stem ID 189 0.526 0.247 0.152 0.098 0.437 0.277 0.210 0.394 0.180 0.110 0.073 0.323 0.194 0.206

Baseline [10] 0.425 0.144 0.087 0.055 0.355 0.185 0.171 0.323 0.109 0.066 0.042 0.266 0.134 0.169

Content ID 185 0.298 0.128 0.061 0.024 0.281 0.154 0.180 0.215 0.090 0.041 0.017 0.202 0.091 0.158

Word ID 189 0.321 0.149 0.077 0.034 0.302 0.171 0.192 0.237 0.109 0.056 0.027 0.222 0.106 0.172
Baseline [10] 0.244 0.105 0.051 0.024 0.233 0.123 0.150 0.185 0.079 0.038 0.019 0.177 0.080 0.139

The statistics of the datasets6 are shown in Table 1. Here, for the
number of speeches I only counted the ones related to question-
and-answers in the newsletter, reducing the speechesmade by chair-
persons and others. I used the meetings held on the last day of each
of the provided training datasets (i.e., Nov 30, 2012, and Dec 18,
2014; roughly 7% of the provided training datasets), for validation.

Following theNICTBERT Japanese Pre-trainedModel’s instruc-
tion, I used MeCab-Jumandic [8] to tokenize the Japanese sen-
tences, and themodel’s vocabulary to tokenize them into subwords
using byte-pair-encoding [12].

3.3 Hyper Parameter Selection
I used HuggingFace’s Transformers [13] implementation to fine-
tune my BERTmodels, and s2s-ft7 implementation to fine-tune my
UniLM models.

For fine-tuning my BERTmodel, I attempted every combination
of the epochs of {1, 2, 3} and a learning rate of {2e-5, 3e-5, 5e-5}, and
then chose a model whose outputs (i.e., source passages) achieved
the best ROUGE-1 recall with regard to the reference summaries
on the validation datasets. The batch size remained fixed at 32
throughout my experiments.

6The number of summaries is not twice the number of questions because more than
one person (e.g., the Governor and superintendents) may answer a single question.
Also, the gaps in dates in Table 1 (e.g., Mar to May 2011) are there when no meetings
were held, while I used all the data from Sep 2001 to Dec 2019.
7https://github.com/microsoft/unilm/tree/master/s2s-ft

For fine-tuning my UniLM model, I attempted every combina-
tions of the mask probability of {0.7, 0.9}, epochs of {10, 15, 20},
and a learning rate of {5e-5, 7e-5}, and then chose a model that
achieved the best ROUGE-1 recall for content words on the valida-
tion datasets. Other hyperparameters remained fixed throughout
my experiments: a batch size of 16, a beam size of 20, and a label
smoothing rate of 0.1.

4 RESULTS OF THE FORMAL RUN
I submitted two formal runs8 in the PoliInfo-2 task. The ID 185 sys-
tem was a model that was trained only using the training datasets
provided by the task organizers (i.e., the segmented and unseg-
mented datasets in Table 1). Meanwhile, the ID 189 system used
all of the available training datasets.

Our official formal run results are shown in Tables 2 and 3,
where Table 2 shows the human evaluation results and Table 3
shows the evaluation using ROUGE scores (see the task overview
paper [5] for metrics used in the human evaluation). Bolded scores
indicate the best results among all the participants (including the
participants not shown in this paper)9, and underlined scores in-
dicate the next best results.

8In fact, I submitted three results to the leaderboard: IDs 185, 189, and 195. Since
the first and the last submissions are from the same run and have identical results, I
eliminate from this paper any results of the last submission.
9I only show the comparison with Baseline [10] in Tables 2 and 3 to avoid redundancy.
See the task overview paper [5] for the results of other participants.
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Table 4: Performance of each of my modules in the ID 189 system.

Text Output by Recall w.r.t. ref. summaries Characters per summary
Source speech Pre-processor 0.818 4,895.59
Source passage Sentence extractor 0.423 117.65
Generated summary Summary generator 0.320 57.76
Reference summary - - 38.69

Table 5: Human evaluation results for single- and multiple-sentence summaries.

Content Well- Non-twisted Sentence Dialog
X = 2 X = 0 formed All goodness goodness

ID 189
all 1.082 0.975 1.858 1.316 1.129 0.937

single 1.103 0.988 1.863 1.329 1.154 0.969
multiple 0.995 0.921 1.841 1.266 1.028 0.768

The results show that my approach (ID 185) achieved better per-
formance than other approaches in most of the metrics, especially
in content, sentence goodness, and dialog goodness metrics.

Further, we can observe that adding my training datasets con-
tributed to performance improvement (see IDs 185 vs. 189) and that
the ID 189 system achieved the best performance among all sys-
tems in terms of all of the metrics. As my approach did not nec-
essarily need annotated (i.e., segmented) data to train the model, I
could use as many assembly minutes and newsletters as required,
without additional effort.

5 DISCUSSIONS
5.1 Performance of Each Module
In this section, we evaluate the performance of each of my mod-
ules. Table 4 shows the ROUGE-1 recall for content words, with
regards to the reference summaries of the output of each of my
modules in the ID 189 system10, along with the average length of
the outputs.

The results show that 81.8% of the content words in a reference
summary originated from the source speech. In other words, 18.2%
of the content words in a reference summary need some external
knowledge or similar. On the other hand, my sentence extractor
and summary generator successfully extracted 51.7% (42.3%/81.8%)
and 75.7% (32.0%/42.3%), respectively, of the available contentwords
from the previous module’s outputs. The reason for the lower per-
formance of my sentence extractor may be as a result of the source
speeches being too long—i.e. only 2.4% (117.65/4,895.59) of the char-
acters needed to be extracted as the source passage using the cur-
rent settings.

5.2 Unimplemented Features in My System
While we attempted to summarize the TokyoMetropolitan Assem-
bly minutes, my approach was not designed to fully cover the na-
ture of the minutes. In this section, we consider two possible weak-
nesses in my approach and discuss future research directions.

First, I evaluated the performance ofmymodel on each of single-
and multiple-sentence summaries. Although the summaries in the
newsletter were segmented by sub-topics, some of the summaries
10The score for the generated summary is slightly different from the official result
shown in Table 3 because I used my own evaluation script here.

consisted of multiple sentences, posing several questions on the
same sub-topic.

The results are shown in Table 5. The results show that the per-
formance of my system was slightly worse for summaries with
multiple sentences than for those with a single sentence. One pos-
sible reason is that my approach does not implement any special
architecture to deal with the current settings. If, for example, our
model could predict the number of questions, and the lengths of a
source passage, and each summary sentence was adequately con-
trolled, the generated summaries might be an improvement on the
current approach.

Second, my approach achieved a lower dialog goodness score
than sentence goodness score. One of the reasons might be that I
generate a summary without taking relationships between ques-
tions and answers into account. If our model could consider such
context, the dialog goodness score might be an improvement on
the current approach.

I will address these weaknesses of my current system in future
work.

5.3 Model Generalization for Future Meetings
To investigate whether my model can generate summaries for fu-
ture meetings or not, I conducted additional tests using the same
training datasets but with test datasets from different years. Fig-
ure 2 shows the ROUGE scores for content words of my ID 185
model that was trained using datasets from 2011, 2012, and 2014.

The results show that, even though my model was trained us-
ing minutes and newsletters between 2011 and 2014, we do not ob-
serve any performance degradation after 2013. This suggests that
my model is robust enough for changes in topics discussed in the
assembly.

However, the performance is poorer for meetings before 2010,
especially in 2009. It might be possible that the editor of the news-
letter who summarizes the assembly minutes may have changed,
so that the resulting summaries were of a different nature before
2010. For our future work, we should investigate the reason for
this observation in detail and find ways to mitigate or detect such
performance degradation.
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Table 6: Details of human evaluation results on the ID 189 system.

Content Well-formed Non-twisted Sentence goodness Dialog goodness
Grade A 29.7% 88.0% 60.5% 42.8% 29.3%
Grade B 38.0% 9.8% 10.6% 27.3% 35.0%
Grade C 26.9% 2.2% 28.9% 29.9% 35.6%
Grade X 5.3%
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Figure 2: ROUGE scores on test datasets from different years
(ID 185).

5.4 Detailed Results of the Human Evaluation
In this section, we examine the details of the human evaluation
for the ID 189 system that achieved the best scores. Table 6 shows
the number of instances for each grade (refer to the task overview
paper [5] for metrics used).

While my system performs the best among all of the partici-
pants, only 29.7% and 29.3% of the instanceswere gradedA for their
summary contents and dialog goodness, respectively, and only 64.3%
(29.3% + 35.0%) were graded A or B for their dialog goodness. Fur-
thermore, 28.9% of generated summarieswere judged to be twisted.
We cannot but conclude that any systems submitted to this sub-
task, including mine, may not always be helpful to fact-check the
opinions of the assembly members. In future work, the task set-
tings should be revised so that the systems can output more reli-
able results for fact-checking.

6 CONCLUSIONS
I participated in the Dialog Summarization subtask of the PoliInfo-
2 task. My contributions are summarized as follows:

• I proposed a system that generates summaries from the Tokyo
Metropolitan Assembly minutes. My system consists of an
extractor and a generator and achieved the best performance
among all the participants. I also confirmed that my models
could generate summaries for future meetings.

• I used a BERT-based model and a UniLM-based model to
implement my extractor and generator, respectively.

• I proposed several modifications to the UniLM implementa-
tion in order to control the length of a generated summary.

In future work related to my methods, I will attempt to improve
the dialog goodness score by adding a mechanism to consider a
context, rather than generating summaries for questions and an-
swers independently. I will also attempt to apply my models to
other real-world tasks, including business conversations.

For our future work in the Dialog Summarization subtask, bet-
ter task setting should be designed to help people fact-check the
utterances of a speaker based on the generated summaries.

As another research direction, I will investigate automatic sum-
marization from noisy minutes that could be generated by auto-
matic speech recognition systems. It would be useful to apply such
a system in a real-time assembly, or even in business meetings that
typically lack minutes, to summarize conversations in a similar
way.
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