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Understanding Tasks: 2 in 1
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Overall Framework
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I. Feature Extraction — (1) Visual & OCR Features
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I. Feature Extraction — (2) Temporal Features

5

Electro-oculography
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Methods

II. Feature Selection
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III. Ranking Model
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IV. Classification Models — (1)Basic Classifier
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Tree structure classifiers
perform better at ranking task.
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Tree + Boosting

Multi-level classifier
of tree structure



9

1, 2, 3, 11, 12 : Screen relevant activities

4, 16: Static activities (Zoning out & Close eyes)

IV. Classification Models — (2)Rules Detection



IV. Classification Models — (3)Rule-based Classifier
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1. Screen-relevant
activities are different
from others.

2. Static activities
(Zoning out & closing
eyes) are special at EOG
and photo features.

Knowledge rules: 1: Binary GBDT
2: 5-label GBDT
3: 5-label GBDT
4: Binary GBDT
5: Binary GBDT
6: 13-label GBDT



V. Results
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Similarity based methods:
Repetition of micro activity is
unstable.

Rule-based Classifier:
Knowledge about activities
helps classification and
ranking.



Takeaways

! Micro-activity is detectable

! Activity retrieval task is equivalent to classification task

! Performing Feature selection is better than nothing

! Any methods for feature selection performs better than origin features.

! Multi-level classifier is effective for MART

! Rule detection based on activity partition does help.

! Decision tree and tree structure methods are efficient.



Thanks
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THANKS FOR YOUR ATTENTION !
Any Questions?

My email: jy-li20@mails.tsinghua.edu.cn

Team Name: THUIR


