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Stance Classification Task Entity Linking Task
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Dialog Summarization Task A

We assume that the representative sentence of a passage is similar to the
whole passage and so our system extracts such a sentence as a
summary. We used cosine similarity of word2vec value. The candidate
extraction sentences are pre-compressed not to exceed the character limit.
Our pre-compression method regards depth of bunsetsu-phrase in

Dialog Summarization Task B

Le et al. proposed that the vector of sentences can According fo the information provided by
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