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The goal of this task
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Pref13_tokyo.json

{"ID":"130001_230617_10","Line":10,
"Prefecture":"B R &R","Volume":"F ik
234 ZE2[q]

" "Number":"1","Year":23,"Month":6,"
Day":17,"Title":"*E k235 2 [EEH|
£(%7%5)","Speaker":"AAMEF

" "Utterance":" & RERELVET , "},

Polilnfo2-DialogSummarization-JA-Dry-Test.json

“‘AnswerEndingLine”: [
0

],

“‘AnswerLength”: [
50

]

, nswerSpeaker”: [
u%u$n
]

, nswerStartingLine™ [
0
]

nswerSummary”: [

1,
“Date”: “2013-02-26",

“ID”: “Polilnfo2-DialogSummarization-JA-Dry-Test-00005",
“MainTopic™: “#TAIEDRRDFREETE <br>IT 1)L F—FERIDE

"AnswerEndingLine": [
"47934"
]

nswerLength": [
150

]

, nswerSpeaker": [
u%u$u
]

, nswerStartingLine": [
"47794"
],
"AnswerSummary": [
"SkED. BIGEROBATENL, MEZTHLEL

BRMIROESVEFLGERERRATH-ET...

1,
"Date": "2013-02-26",

"ID": "Polilnfo2-DialogSummarization-JA-Dry-Test-

00001",

"MainTopic": "$TE1EDRIRDIFKGEE RE<br>IT 1

WX —FERIDBERELE",

"Meeting": "SER25F F 1 EIEHIS",

"Prefecture"; "BIEHR",

"QuestionEndingLine": 47494,

"QuestionLength": 100,

"QuestionSpeaker": "JEHAE (RER)",
"QuestionStartingLine": 47490,
"QuestionSummary": "E£9 #&I(Z. FBEEE(ZDLVT

fAILEY ., £ T, FhIE REHOHFLLIEELT...,,

"SubTopic": "#RBLEE"
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Related work

Kimura et al. (2019) described the tasks of Polilnfo2, and shows
the data constructions of the minutes.

Kazuki Terazawa et al. (2019) proposed that we can use clue
expressions help us find the questions and answers.For
instance, "{alLVE 9" is the clue expression of a question, and "
E-oTHEYZET"is the clue expression of an answer.

:> We applied an approach using rule-based method to solve this
task.
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The approach

Word2vec model

training.
Find the answer with
the biggest similarity
Change the format of betwejn thte question
ison data. and sentences.
According to the Append or reduce
information provided by subsentences to fit the
files and rules, find the words restrictions.
question.
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Find the question

1.Limited number of speeches

2.Post all questions in first speaking opportunity
3. “Subtopic” shows the approximate location of question

4.“ ~ &)U X 97 is the main grammar of questions

1.Look for the first statement that has same meeting time, title,
etc, searching questions from here.

2.Using Mecab segment “Subtopic” into words, if all the words
appeared, put this sentence into candidate list.

3. If " ~ZfA|LNE T " appeared, put this sentence into
candidate list.

NTCIR-15 QA Lab-Polilnfo-2 Task December 10, 2020
Forst Team, Yokohama National University, Japan 4




YNU

YOKOHAMA National University

Find the answer

1. Limited number of speeches
2.We know the speakers’ job title instead of his names.

3. “Subtopic” shows the approximate location of answer.

1. Extract information about people’s name and job title to
create a dictionary.

2. Look for the first statement that has same job and
information in minutes file after question.

3. Use mecab to divide the utterance and the question
statement and calculate the sentences vector.

4.Increase the subtopic words” weight.

5.Put the sentence of utterance with the biggest cosine
similarity into candidate list.

vector = (3 Word vector * tfidf value ) / number of words during this meeting
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Append or reduce

Append

Question Do not process.

Answer Calculate the similarity between the other
sentences and the whole, put the sentences with
the highest similarity in the original order until the
character limit is exceeded.

¢

Question  Segment the sentences with the signs °,
Calculate the similarity between the divided part
and the whole, put the parts with the highest

similarity in the original order until the character
limit is exceeded.

Answer
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Discussion

| ID(Forest) | Modification | ROUGE

Add a second
sentence into
the question

candidate list

247 0.1471

Increase the
importance of
"Subtopic"
words

231 TF-idf 0.1219

235 0.1384

* In this way, if there is only one answer, the effect of summarization is
good. However, even if one person answers one question, maybe he
answers from various directions. It's a bit lacking to summarize

everything in this method. | will consider this direction in the future.
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