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Demand for a better data search engine
(e.g. Google Dataset Search)

Introduction 2

• The open data movement is now being accelerated by the 
expectations for open science and citizen science
‒ Each country strongly encourages the open data movement:

• Data.gov (United States)
• Data.gov.uk (United Kingdom)
• Data.gov.au (Australia)
• e-Stat (Japan)

• Besides the governmental portals, there are also thousands 
of data repositories on the Web



The very first IR evaluation campaign for data search

NTCIR-15 Data Search: https://ntcir.datasearch.jp/data_search_1/ 3

English

Documents (or datasets) 46,615 
Training queries 96
Test queries 96
Relevance judgments for training queries 2,008
Relevance judgments for test queries 6,240

Japanese

Documents (or datasets) 1,338,402 
Training queries 96
Test queries 96
Relevance judgments for training queries 2,035
Relevance judgments for test queries 5,719



Ad-hoc retrieval for statistical data

NTCIR-15 Data Search: Task 4

• Subtasks
‒ English and Japanese
• Input

‒ 96 queries for each of the subtasks
• Document (or Dataset) collection

‒ Data.gov for English
‒ e-Stats for Japanese
• Output

‒ Ranked list of datasets for each 
query

Query city population 3M

Matching

Dataset
Collection

Ranked List
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Lessons from NTCIR-15 Data Search 5

Q1. What techniques were potentially effective?

• Not very conclusive, but possibly neural models and 
table understanding

Q2. What queries were difficult in dataset retrieval?

• Time-related queries are especially difficult

Q3. Is the topic variability large?

• Yes, it is much larger than the system variability



The second round of the "Data Search" task with more queries

NTCIR-16 Data Search 2 6

English

Documents (or datasets) 46,615 
Training queries 192
Test queries 58
Relevance judgments for training queries 8,248
Relevance judgments for test queries 6,550

Japanese

Documents (or datasets) 1,338,402 
Training queries 192
Test queries 72
Relevance judgments for training queries 7,754
Relevance judgments for test queries 4,035



•IR Subtask
‒Given a query and a dataset collection, 
a system is expected to generate a ranked list of datasets.

•QA Subtask
‒Given a question and a dataset, a system is expected to 
generate an answer to the question, mainly by extracting a 
part of the dataset.

•UI Subtask
‒Participants are expected to develop a search system with an 
effective search interface for dataset search tasks.

My Apology 7



•NTCIR-15 Data Search
‒Information needs were derived 

from questions in cQA
•NTCIR-16 Data Search 2

‒Information needs were derived 
from webpages referring to a 
dataset 
• Parsed Common Crawl webpages (~ 
25B)

• Identified 47,242 URLs including 
“data.gov” and 137,388 URLs 
including “stat.go.jp”.

‒Manually extracted a potential 
need from the webpages

Generating Information Needs 8

What is the largest causes of death in 
United State in 1999-2016?

Generated need

←Link to data.gov page



• Used crowd-sourcing services to 
convert information needs to queries
‒Showed a need and asked workers to input  
a query without looking at the need
•Tried to simulate a more realistic situation

‒Selected the most "probable" query
from 10 workers' queries
•Built a unigram language model from those 
queries, and selected the one with the highest 
perplexity with respect to the language model

Generating Queries 9

←Need

←Query



ID Need Query

DS2-E-0001 What is the largest causes of death in 
United State in 1999-2016? causes of death us 1999-2016

DS2-E-0004 How much is the tuition fee at a private 
elementary school? tuition fee private elementary school

DS2-E-0005 Are there hospital differences across the 
US states? us states hospital differences

Examples of Need and Queries 10



• See the tutorial given by 
Prof. Sakai†
‒Computed the residual variance of 
nDCG@10 based on the NTCIR-15 
Data Search results

‒The minimum topic size＊ is 
•𝑛 = 36 for English runs → 58
•𝑛 = 68 for Japanese runs → 72

Topic Size Design 11

†Sakai. Laboratory Experiments in Information Retrieval: Sample Sizes, Effect Sizes, and Statistical Power. 2018.
＊minD = 0.05, 𝑚 = 10, 𝛼 = 0.05, and 𝛽 = 0.20

queries used in NTCIR-16



• Japanese
‒e-Stat

•https://www.e-stat.go.jp/
•1,338,402 (~100GB)

Dataset Collections 12

• English
‒Data.gov

•https://www.data.gov/
•46,615 (~445GB)

https://www.e-stat.go.jp/
https://www.data.gov/


Examples of Datasets 13



• "Dataset" is a unit of retrieval in Data Search
‒Consists of metadata and multiple data files

•Data.gov
‒ Multiple data files 

for each metadata

•e-Stat
‒ A data file for each metadata

"Dataset" 14

Metadata Data file

Metadata Data files



• The relevance of each dataset 
for a given query is judged by 
crowd-sourcing workers
‒ 0: Not-relevant
‒ 1: Partially relevant
‒ 2: Highly relevant

• Inter-rater agreement
(measured by Krippendorffʼs α)
‒ English: 0.444
‒ Japanese: 0.474

(Fairly consistent with those of NTCIR-15)

Relevance Judgments 15



• Applied standard retrieval models to only the metadata

Baseline Methods 16

Metadata Data file
domestic self salt rate

Query Retrieve

• Baseline retrieval models
• BM25, BM25 + RM3, BM25 + SDM, BM25 + BM25PRF
• Query Likelihood, Query Likelihood + RM3, Query Likelihood + SDM

Not Used



• NTCIR-16 Data Search attracted seven research 
groups and received 48 systems' results in total
‒Including the organizers' team for providing baseline runs
‒25 for English and 23 for Japanese

• Participants
‒UHGSIS: University of Hyogo
‒STIS: Politeknik Statistika STIS
‒WUT21: Wuhan University of Technology
‒KSU: Kyoto Sangyo University
‒NYUCIN: Universidade Federal de Pernambuco
‒OUHCIR: The University of Oklahoma

Evaluation Results 17



Tags 18

Run ID Description Data Neural Entity Num.
KSU-E-1 Category+Table Clipping+Table Header+BERT+MLP Y Y Y N
KSU-E-3 Category+Table Header+BERT+MLP Y Y Y N
KSU-E-5 Table Clipping+Table Header+BERT+MLP Y Y Y N
KSU-E-7 Table Header+BERT+MLP Y Y Y N
KSU-E-9 Category+Table Header+BM25 Y N Y N
NYUCIN-E-1 BM25 and BERT Y Y N N
ORGE-E-1 bm25prf+bm25 N N N N
ORGE-E-2 bm25 N N N N
ORGE-E-3 bm25.accurate N N N N
ORGE-E-4 sdm+qld N N N N
ORGE-E-5 rm3+bm25 N N N N
ORGE-E-6 qld N N N N
ORGE-E-7 sdm+bm25 N N N N
ORGE-E-8 rm3+qld N N N N
OUHCIR-E-1 BM25 and TFIDF WEIGHT ADJUSTED and Sentence Transformer N Y N N
OUHCIR-E-2 BM25 and TFIDF WEIGHT ADJUSTED and Sentence Transformer N Y N N
OUHCIR-E-3 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-4 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-5 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-6 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-7 DOC2VEC N N N N
OUHCIR-E-8 DOC2VEC N N N N
STIS-E-1 prop+bert_score+bm25 Y Y N N
STIS-E-2 prop+bert_score Y Y N N
wut21-E-1 LM Jelinek Mercer Y N N N

• Data (14/48 runs): 
• Whether the data files are used

• Neural (22/48 runs): 
• Whether neural language models (e.g., BERT) are used

• Entity (10/48 runs): 
• Whether entities are treated differently from the other tokens

• Num. (0/48 runs): 
• Whether numbers are treated differently from the other tokens



Participants' Runs (English subtask) 19

Run ID Description Data Neural Entity Num.
KSU-E-1 Category+Table Clipping+Table Header+BERT+MLP Y Y Y N
KSU-E-3 Category+Table Header+BERT+MLP Y Y Y N
KSU-E-5 Table Clipping+Table Header+BERT+MLP Y Y Y N
KSU-E-7 Table Header+BERT+MLP Y Y Y N
KSU-E-9 Category+Table Header+BM25 Y N Y N
NYUCIN-E-1 BM25 and BERT Y Y N N
ORGE-E-1 bm25prf+bm25 N N N N
ORGE-E-2 bm25 N N N N
ORGE-E-3 bm25.accurate N N N N
ORGE-E-4 sdm+qld N N N N
ORGE-E-5 rm3+bm25 N N N N
ORGE-E-6 qld N N N N
ORGE-E-7 sdm+bm25 N N N N
ORGE-E-8 rm3+qld N N N N
OUHCIR-E-1 BM25 and TFIDF WEIGHT ADJUSTED and Sentence Transformer N Y N N
OUHCIR-E-2 BM25 and TFIDF WEIGHT ADJUSTED and Sentence Transformer N Y N N
OUHCIR-E-3 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-4 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-5 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-6 BM25 and TFIDF WEIGHT ADJUSTED N N N N
OUHCIR-E-7 DOC2VEC N N N N
OUHCIR-E-8 DOC2VEC N N N N
STIS-E-1 prop+bert_score+bm25 Y Y N N
STIS-E-2 prop+bert_score Y Y N N
wut21-E-1 LM Jelinek Mercer Y N N N



Participants' Runs (Japanese subtask) 20

Run ID Description Data Neural Entity Num.
KSU-J-10 Category+Table Header+BM25 Y N Y N
KSU-J-2 Category+Table Header+BERT+MLP Y Y Y N
KSU-J-4 Category+Table Header+BERT+MLP Y Y Y N
KSU-J-6 Table Clipping+Table Header+BERT+MLP Y Y Y N
KSU-J-8 Table Header+BERT+MLP Y Y Y N
ORGJ-J-6 qld N N N N
ORGJ-J-1 bm25prf+bm25 N N N N
ORGJ-J-8 rm3+qld N N N N
ORGJ-J-7 sdm+bm25 N N N N
ORGJ-J-2 bm25 N N N N
ORGJ-J-5 rm3+bm25 N N N N
ORGJ-J-4 sdm+qld N N N N
ORGJ-J-3 bm25.accurate N N N N
UHGSIS-J-9 BM25, BERT, query modification, target 1000 N Y N N
UHGSIS-J-7 BM25, BERT, query modification, target 2000 N Y N N
UHGSIS-J-6 BM25, BERT, query original, target 3000 N Y N N
UHGSIS-J-1 BM25, BERT, query modification, target all N Y N N
UHGSIS-J-8 BM25, BERT, query original, target 2000 N Y N N
UHGSIS-J-4 BM25, query original, target all N N N N
UHGSIS-J-3 BM25, query modification, target all N Y N N
UHGSIS-J-2 BM25, BERT, query original, target all N Y N N
UHGSIS-J-5 BM25, BERT, query modification, target 3000 N Y N N
UHGSIS-J-10 BM25, BERT, query original, target 1000 N Y N N



• Neural : BERT-based 
relevance estimation
‒Input a query and a 
description of a dataset into 
BERT for estimating the 
query-dataset relevance

• Data: Table header 
extraction
‒Index terms in the table 
header together with the 
description of a dataset

Example of Approaches 21

Data file

Index

[CLS] 1990 population 
[SEP] This dataset is … 

BERT
Relevance

0.84
BERT Input
QUERY

DESC



Overall Results 22

nD
CG

@
10

nD
CG

@
10

English

Japanese

Baselines

Top performer
Statistically significant

NYUCIN-E-1 is the top English run, 
though it is not significantly different from the other top runs including baselines



Q1. What techniques were potentially effective? 23
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English

Japanese

English

Japanese

"Neural" runs "Data" runs

Again, not conclusive, but the top English runs incorporated
"Neural" and "Data"



Q2. What queries were difficult in dataset retrieval? 24

Location

Location

Time

Time

Number

Number

0 0.1 0.2 0.3 0.4

Japanese

English

nDCG@10

Location

Location

Time

Time

Number

Number

0 0.1 0.2 0.3 0.4

nDCG@10

NTCIR-15 Data Search NTCIR-16 Data Search 2Queries were classified 
into three types based 
on what entities are 
contained
• Location (e.g. tokyo population)

• Time (e.g. 1990 population)

• Number (e.g. 2m population city)

Processing "Time" in queries seems the most difficult
(Fairly consistent with the finding in the previous round)



• Data Search 2 addressed an ad-hoc retrieval task for datasets
• Details of the runs will be discussed at Task Session

[JST] 10:30 ~ 11:30 on July 17; [UTC] 01:30 ~ 02:30 on July 17; [EDT] 21:30 ~ 22:30 on July 16

‒ 1. NYUCIN at the NTCIR-16 Dataset Search 2 Task
‒ 2. KSU Systems at the NTCIR-16 Data Search2 IR Subtask
‒ 3. STIS at the NTCIR-16 Data Search Task: Ad-hoc Data Retrieval 

Ranking with Pretrained Representative Words Prediction

• Additionally, an invited talk will be given by Prof. Gong Cheng 
(Nanjing University):

Towards Content-Based Dataset Search: 
Test Collections and Beyond

Summary 25


