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2. Main Model – Contrastive learning for context-aware document ranking (COCA)

2.2 Architecture of COCA
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(b) Query/Document Deletion

(a) Term Mask

!! "!!" "" !# "#

[T_MASK] [T_MASK] [T_MASK] [T_MASK] [T_MASK]

(c) Behavior Reordering

!! "!!" "" !# "#

[DEL]

!! "!!" "" !# "#

!" ""!# "#

4. Experimental Results

2.1 Data Augmentation Strategy

3. Using BM25 as Regularization

𝑆𝑐𝑜𝑟𝑒 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 =
𝛼 ∗ 𝑆𝑐𝑜𝑟𝑒!"!# + (1 − 𝛼) ∗ 𝑆𝑐𝑜𝑟𝑒$%&'

𝛼 = 0.67

1. Workflow
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Our best run performs better than all other runs.

The base model COCA already performs well.

Using BM25 as regularization and taking
usefulness labels into account can both help the
ranking performance.

COCA

Compared to the existing approaches based on search 
logs, we expect that contrastive learning can better cope 
with the variations and generate more robust models to 
deal with new behavior sequences. 

Using data augmentation strategies to generate 
possible variations from a search log. 

Based on the augmented data, we use contrastive 
learning to extract what is similar and dissimilar. 


