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Introduction – Task Definition
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Methodology – Model overview
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Methodology – Dialogue Quality



Methodology – Nugget Detection



Experiments - Results



Experiments - Parameters



Experiments - Case Study

“id”: “4276198835786595”,
“sender”: “customer”, “I newly applied mobile phone card of Unicom. It cannot be used on non-4g

mobile phones and has no signal. The old card can be used...”
“sender”: “helpdesk”, “Hello, regarding the situation you have reported, please provide your 

Unicom number... Thank you!” 



Conclusions

Our contributions:
✓ A novel and effective architecture for Dialogue Quality and 

Nugget Detection tasks.
✓ The best scores for RSNOD and NMD metrics in both Chinese and 

English Dialogue Quality subtasks.

Future works:
➢ Extend stop words library, such as “123456789”.
➢ Further study the effect of different Transformer levels.
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