ABSTRACT
In this paper, we describe the approach and results of the NYUCIN team in the NTCIR-16 conference. We participated in the Data Search 2 Task, which is a shared task on ad-hoc retrieval for governmental statistical data composed of multiple subtasks. We report our work on the two subtasks we participated in: the English IR Subtask and the UI Subtask. For the IR Subtask, we explored learning-to-rank approaches based on deep learning models. Given the limited training data available for this task, we employed a transfer learning method to train a deep neural network that learns how to match web tables and news articles using data available on the Web. The official evaluation shows that our approach attained the highest score among all submitted runs across all evaluation metrics. In particular, for the nDCG@5 measure, our score of 0.246 represents a 30% improvement compared to the second-best result in NTCIR-16 Data Search 2 Task. For the experimental UI Subtask, we performed two user studies to evaluate the design decisions and the usability of Auctus, a dataset search engine developed by our team.
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1 INTRODUCTION
The large volumes of open data currently available on the Web open up new opportunities for progress in answering many important scientific, societal, and business questions. However, finding relevant data is still a difficult problem. While search engines have addressed this problem for Web documents, there are many new challenges involved in supporting the data retrieval for specific tasks.

The NTCIR-16 Data Search 2 Task is a shared task on ad-hoc retrieval for governmental statistical data, which aims at fostering research on open challenges on dataset search. This edition of the event included multiple sub-tasks and provided standard dataset collections collected from data published by the US government (data.gov) and Japanese government (e-Stat) [13].

This paper reports the work of the NYUCIN team1 in the context of NTCIR-16. Specifically, we describe the approach and results for the dataset retrieval (IR Subtask) and the user interface (UI Subtask) challenges. We organized this paper into two main parts. In Section 2, we describe our efforts toward the IR Subtask, whereas in Section 3 we describe the work done for the UI Subtask. We conclude in Section 4.

2 IR SUBTASK
In this section, we detail our solution for the dataset search subtask. Given a query and dataset collection, the goal is to generate a ranked list of datasets. Towards this front, we assume a query as a sequence of a few words [12], and a dataset is composed of metadata (title and description), headings, and rows [13]. In what follows, we first overview our solution for this subtask in Section 2.1. Next, Section 2.2 describes the top-k algorithm, which focuses on the retrieval of candidate datasets, and we present the query-dataset matching model in Section 2.3. Lastly, Section 2.4 details the experimental setup, and we conclude this subtask by discussing the main results in Section 2.5.

2.1 Dataset Search Solution (Overview)
The task of dataset search is quite similar to the problem of web table retrieval [6]. Based on that, we assume the techniques designed for this problem could potentially be applied to dataset search. As in the previous work on table retrieval [23, 25], our approach uses an efficient top-k retrieval algorithm to retrieve a pool of initial candidate datasets which are then re-ranked using a more complex learning-to-rank model. In summary, we obtain the best-matching datasets according to the following three steps: (1) we index the corpus of datasets

---

1The NYUCIN team is a joint effort of members from the Centro de Informática (CIn) at Federal University of Pernambuco (UFPE), and the Tandon School of Engineering at New York University (NYU).
We now explain our model for query-dataset matching. Our model applies attention networks to the best-matching datasets.

### 2.2 Top-k Algorithm (Retrieval)

The goal of the top-k algorithm is to efficiently retrieve the highest number of relevant documents to make them available for the matching model. To select the best top-k retrieval algorithm, we ran a set of distinct indexing setups by using different combinations of dataset aspects (e.g., title, description) and ranking models, with the goal of obtaining the highest recall in the candidate set. We evaluate both Cos(TF-IDF) and BM25 algorithms at this stage (two classical search methods available in Elasticsearch). Table 1 shows the main results in terms of recall at cutoffs $k = \{50, 100\}$ for each methodology. In summary, when we use the combination of BM25 and dataset description, we achieve the best performance in terms of Recall@100 (0.5014). The other retrieval combinations attained lower results for Recall@100 even when we combine two dataset aspects. Based on these results, we use this approach (BM25 + Description) as the top-k algorithm to retrieve the top-100 candidate datasets that we use at the ranking step.

### 2.3 Matching Model (Ranking)

We now explain our model for query-dataset matching. Our approach learns a joint-representation from a $(query, dataset)$ tuple and predicts a similarity score to rank the datasets. The model is presented in Figure 1. It produces two types of representations of the $(query, dataset)$ input: one based on attention and another based on BERT architecture. For the attention branch, the input is the embedding of the words present in the query and dataset aspects, i.e., title and description. The network then applies a bidirectional recurrent network (bi-context block) on them to produce contextual vectors. These vectors are passed to the attention block that combines the aspects of the query and the dataset and outputs an attention vector for each one of them. In the other network’s branch, we utilize BERT architecture to obtain another type of contextual representation based on self-attention from the $(query, dataset)$ input. The outputs of two branches are concatenated and passed to an MLP, which computes the matching score on its top layer. Next, we detail each of these blocks as well as the training methodology.

#### Input Data Representation.

We represent each aspect (title, description) as a sequence of words and utilize a word embedding approach to represent words as numerical vectors, similar to previous Neural Information Retrieval studies [11]. Specifically, we use a pre-trained FastText$^3$ dataset with 1 million word vectors trained on English Wikipedia pages to get the embedding for each word.

#### Bidirectional Context Block.

We apply a Gated Recurrent Unit (GRU) to map each word to a fixed-length vector [8]. Furthermore, we consider a bidirectional GRU to obtain the representation of each word from both directions and use the concatenation of each hidden state as the final word representation. Recurrent Neural Networks (RNN) have been applied both in Information Retrieval tasks as well as in table retrieval approaches [25, 27].

#### Attention Block.

Our model applies attention networks to learn interaction features between dataset aspects and query words, i.e., cross-attention. Specifically, we use the scaled dot-product attention for this network block [26].

#### Transformer Block.

Similar to previous studies that employ BERT for the table retrieval [7] as well as for Dataset Search in NTCIR-15 [17, 18, 24], we apply it to create a contextual vector representation of the inputs. For that, we assume the dataset aspects as a single-field (text) document and use the token $[SEP]$ to separate dataset segments from query words. Lastly, we adopt the final hidden state $h$ of the first token $[CLS]$ as the whole $(dataset, query)$ representation. Regarding the implementations, we adopt TFBertModel from Hugging Face$^4$. 

#### MLP.

In the top of the network, the attention vectors produced by the attention block are concatenated with the BERT vector and fed into a Multi-Layer Perceptron Architecture (MLP) to learn matching features and predict a similarity score. The

<table>
<thead>
<tr>
<th>#</th>
<th>Classic Method</th>
<th>Dataset Aspect</th>
<th>Recall@50</th>
<th>Recall@100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BM25</td>
<td>Title</td>
<td>0.2338</td>
<td>0.2727</td>
</tr>
<tr>
<td>2</td>
<td>Cos(TF-IDF)</td>
<td>Title</td>
<td>0.2147</td>
<td>0.2601</td>
</tr>
<tr>
<td>3</td>
<td>BM25</td>
<td>Description</td>
<td>0.4304</td>
<td>0.5014</td>
</tr>
<tr>
<td>4</td>
<td>Cos(TF-IDF)</td>
<td>Description</td>
<td>0.2873</td>
<td>0.3787</td>
</tr>
<tr>
<td>5</td>
<td>BM25</td>
<td>Title, Description</td>
<td>0.3917</td>
<td>0.4581</td>
</tr>
<tr>
<td>6</td>
<td>Cos(TF-IDF)</td>
<td>Title, Description</td>
<td>0.2876</td>
<td>0.3794</td>
</tr>
</tbody>
</table>

Table 1: Results for the top-k retrieval algorithm on Elasticsearch. We use distinct indexing setups and search methods. The combination of BM25 over the dataset description achieves the best recall (bold values).

---

$^3$https://fasttext.cc/

$^4$https://huggingface.co/transformers/model_doc/bert.html
Figure 1: An overview of the matching model. Our model learns a joint-representation for a (query, dataset) tuple by applying three network blocks: Bi-Context, Attention and Transformer. Moreover, An MLP architecture captures relevant matches and produces the similarity score on its top layer.

score is generated by a sigmoid function over the last MLP neuron. We use this score to re-rank the datasets retrieved by the top-k retrieval algorithm.

Train Methodology. Since we do not have enough supervised data into the IR sub-task (there are only 141 query-dataset pairs labeled as highly relevant – i.e., have an L2 rating – in the training corpus), we train the proposed model on a task similar to table retrieval. Specifically, we consider the task of matching news articles and web tables [16] and use a corpus of 84k news-table matching pairs created by distant supervision. In short, the task goal is to retrieve web tables that are relevant to augment news stories, i.e., we also aim to match structured data (from the web table side) and unstructured information (from the news side), similar to the dataset search task.

When training the model, we change the model's input from dataset aspects to web tables aspects (i.e., the surrounding text of the web table). Moreover, instead of feeding the query text as input, we use the news aspects (news title and short description). The key idea behind our training methodology is the hypothesis that we can transfer the knowledge obtained in the source task (news-table matching) to the target problem (dataset search): since the core problem in both tasks is to compute the relevance degree between text and structured data, we might be able to reuse the model trained in source task to make predictions in the target task.

2.4 Experimental Setup

In this section, we cover the setup of our dataset ranking study. In what follows, we present the baselines, the experimental dataset, and the evaluation methodology. The source code of our implementation is publicly available on GitHub.5

Baselines. We evaluate the effectiveness of both traditional document retrieval methods and novel document/sentence encoders at the ranking phase. For Cos(TF-IDF) and BM25, we consider a multi-field document ranking, while for the other techniques we assume a single-field document approach [3]. We provide a short description of each baseline we used below:

- Cos(TF-IDF) [20] is the classic IR method that represents query/documents based on term-frequency and inverse document frequency. It ranks the datasets based on cosine similarity over the TF-IDF vector. We use the implementation of Elasticsearch for this approach.
- BM25 [19] is the classic IR algorithm based on the probabilistic relevance framework that uses term-frequency weighting and document length for ranking. We also employ Elasticsearch for this ranking function.
- Doc2Vec [15] is an unsupervised approach that encodes sentences, paragraphs, or documents using neural networks, similar to Word2Vec. We consider a Gensim pre-trained model for this method,6 and the cosine similarity is used to score and rank the datasets over the query.
- Universal Sentence Encoder (USE) [5] is a transformer-based network that learns sentence embeddings by using attention. The model was pre-trained on similarity-related tasks such as textual entailment and question

5https://github.com/levysouza/NTCIR16-Competition
6https://radimrehurek.com/gensim
We now discuss the results for the ranking step. Table 2 shows the ranking results by considering different datasets aspects and algorithms. We evaluate the methods by measuring NDCG at cutoffs \( k = \{5, 10, 15, 20\} \). Bold values show the best algorithm.

<table>
<thead>
<tr>
<th>#</th>
<th>Method</th>
<th>Dataset Aspect</th>
<th>NDCG@5</th>
<th>NDCG@10</th>
<th>NDCG@15</th>
<th>NDCG@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cos(TF-IDF)</td>
<td>Title</td>
<td>0.1077</td>
<td>0.1304</td>
<td>0.1472</td>
<td>0.1599</td>
</tr>
<tr>
<td>2</td>
<td>BM25</td>
<td>Title</td>
<td>0.1195</td>
<td>0.1417</td>
<td>0.1610</td>
<td>0.1747</td>
</tr>
<tr>
<td>3</td>
<td>DOC2VEC</td>
<td>Title</td>
<td>0.1982</td>
<td>0.2105</td>
<td>0.2237</td>
<td>0.2329</td>
</tr>
<tr>
<td>4</td>
<td>USE</td>
<td>Title</td>
<td>0.2041</td>
<td>0.1994</td>
<td>0.2091</td>
<td>0.2239</td>
</tr>
<tr>
<td>5</td>
<td>Cos(TF-IDF)</td>
<td>Description</td>
<td>0.1249</td>
<td>0.1511</td>
<td>0.1749</td>
<td>0.1908</td>
</tr>
<tr>
<td>6</td>
<td>BM25</td>
<td>Description</td>
<td>0.2017</td>
<td>0.2432</td>
<td>0.2741</td>
<td>0.3027</td>
</tr>
<tr>
<td>7</td>
<td>DOC2VEC</td>
<td>Description</td>
<td>0.1267</td>
<td>0.1329</td>
<td>0.1459</td>
<td>0.1565</td>
</tr>
<tr>
<td>8</td>
<td>USE</td>
<td>Description</td>
<td>0.1619</td>
<td>0.1680</td>
<td>0.1781</td>
<td>0.1980</td>
</tr>
<tr>
<td>9</td>
<td>Cos(TF-IDF)</td>
<td>Title, Description</td>
<td>0.1268</td>
<td>0.1505</td>
<td>0.1740</td>
<td>0.1883</td>
</tr>
<tr>
<td>10</td>
<td>BM25</td>
<td>Title, Description</td>
<td>0.1653</td>
<td>0.2166</td>
<td>0.2432</td>
<td>0.2629</td>
</tr>
<tr>
<td>11</td>
<td>DOC2VEC</td>
<td>Title, Description</td>
<td>0.1404</td>
<td>0.1482</td>
<td>0.1581</td>
<td>0.1679</td>
</tr>
<tr>
<td>12</td>
<td>USE</td>
<td>Title, Description</td>
<td>0.1901</td>
<td>0.1964</td>
<td>0.2059</td>
<td>0.2213</td>
</tr>
<tr>
<td>13</td>
<td>Our Method</td>
<td>Title, Description</td>
<td>0.2801</td>
<td>0.2737</td>
<td>0.2834</td>
<td>0.2834</td>
</tr>
</tbody>
</table>

Table 2: Ranking results by considering different datasets aspects and algorithms. We evaluate the methods by measuring \( \text{NDCG} \) at cutoffs \( k = \{5, 10, 15, 20\} \). Bold values show the best algorithm.

Experimental Dataset. We evaluate all methods using the NTCIR-16 Data Search 2 Dataset, which contains a set of 46k public datasets and 192 queries. More details about this data collection can be found in [13].

Methodology. Following previous work of table retrieval [23, 25], we assume there is a pool of the top-100 candidate datasets for re-ranking. Based on that, we evaluate Doc2Vec, USE, and the proposed model over the ranking step. Moreover, we consider Cos(TF-IDF) and BM25 over the whole corpus as baselines for comparison. Lastly, we employ \( \text{NDCG} \) at cutoffs \( k = \{5, 10, 15, 20\} \) to measure the quality of the ranking for each method.

2.5 Results and Discussions

We now discuss the results for the ranking step. Table 2 shows the \( \text{NDCG} \) scores at cutoffs \( k = \{5, 10, 15, 20\} \) for each methodology (note we group the results by dataset aspects). In general, our model outperforms all baselines for several \( \text{NDCG} \) metrics. For example, our approach is at least 37% more effective for ranking datasets in terms of \( \text{NDCG}@5 \) (0.2801) compared to the best baselines, i.e., USE over the title aspect and BM25 over the description field, in which the \( \text{NDCG}@5 \) scores are 0.2041 and 0.2017 respectively. Also, by comparing our ranking method against classical document retrieval algorithms as Cos(TF-IDF) over dataset title and description, our approach is more than twice as effective for \( \text{NDCG}@5 \). Last, by examining \( \text{NDCG}@10 \), our method is 12% more effective (0.2737) than the BM25 algorithm by applying the dataset description (0.2432). Based on that, we argue that our approach ranks the best matching datasets at the first ranking positions in comparison to the other dataset search approaches.

By analyzing the other dataset search techniques (when we apply both dataset title and description over the search), the BM25 algorithm and USE are the best baselines for most \( \text{NDCG} \) scores, and the method Cos(TF-IDF) gets the worst results in the ranking. Furthermore, by comparing the document/sentence encoders (Doc2Vec and USE), Universal Sentence Encoder surpasses Doc2Vec for all \( \text{NDCG} \) metrics. Last, the BM25 algorithm also outperforms both Doc2Vec and USE as well as the Cos(TF-IDF) method for \( \text{NDCG}@k = \{10, 15, 20\} \) (only for \( \text{NDCG}@5 \) USE is better than BM25).

Finally, the official evaluation [14] shows that our approach attained the highest score among all submitted runs across all evaluation metrics. In particular, for the \( \text{NDCG}@5 \) measure, our score of 0.246 represents a 30% improvement compared to the second-best result in NTCIR-16 Data Search 2 Task [14].

3 UI SUBTASK

In this section, we describe the work that we performed for the UI Subtask. Our goal for this subtask was to evaluate the design and usability of user interfaces for dataset search tasks. More specifically, we conducted two user studies to evaluate the search engine result page (SERP) of Auctus [4], a dataset search engine designed to support data discovery.

Auctus’ goal is to provide a user-friendly interface that allows users to pose not only simple textual queries that match metadata but also a wide range of structured data queries [10, 21, 22, 28] that match data in the tables (e.g., finding datasets that join with a given input query dataset). For this study, however, we restrict the study scope and focus on evaluating the effectiveness of the visual components from Auctus’ SERP.

In the remainder of this section, we describe Auctus focusing only on data discovery queries and results presentation (Section 3.1). In addition, we present two user studies that answer the question: How do users find the most relevant datasets?
we conducted to evaluate Auctus’ UI (Section 3.2). First, we provide a detailed analysis of our first round of think-aloud interviews with seven people from which we collected user feedback and insights (Section 3.2.1); and finally, we discuss the second round of interviews conducted with ten people to assess Auctus’ usability and design improvements made based on feedback from the first round of interviews (Section 3.2.2).

3.1 The Auctus System
Auctus is an open-source dataset search engine that was designed to support data discovery and augmentation [4]. It supports a rich set of discovery queries: in addition to keyword-based search, users can specify spatial and temporal queries, data integration queries, and they can also pose complex queries that combine multiple constraints. These queries are enabled in part by a data profiler [9] that we developed to automatically extract metadata from the actual datasets. This information is then used to construct indices that support efficient query evaluation. Users can search large dataset collections through an easy-to-use interface that guides them in the process of specifying complex queries. To help users identify relevant datasets, Auctus displays snippets that summarize the contents of datasets.

3.1.1 Auctus’ User Interface. Auctus provides an easy-to-use interface that allows users to query for datasets, explore search results, explore ingested datasets, and upload new datasets. Below, we briefly describe the visual components included in the SERP that allows users to issue data discovery queries and explore the search results. For a more complete description of the system we refer the reader to [4].

Data Discovery Queries. Users can query indices by specifying keywords and constraints using various filters (see Figure 2(A)).

Temporal and Spatial Search. Users search for datasets by specifying a date range – datasets containing a temporal column that overlaps with that range will be retrieved. They can further refine the search by specifying a desired temporal resolution (e.g., year). To perform a spatial search, users can either draw a bounding box around a geographical area on the map, or specify an administrative area, which Auctus translates into a polygon. Datasets containing spatial attributes that overlap with the search polygon are returned.

Source Filter. The source filter allows users to restrict the data sources of interest, and only results from the selected sources are retrieved.

Data Type Filter. The data type filter allows users to search for datasets based on the types of their attributes, e.g., categorical, numerical, spatial, and temporal, which were inferred by the profiler.

Data Integration Queries. The related file filter allows users to find datasets that can augment a given input dataset. The user can upload the input dataset or select a dataset from a set of search results.

Result Presentation and Exploration. Unlike Web documents which can be summarized using short text snippets, datasets have many different facets that the user must consider to determine their relevance. Thus, an important challenge for Auctus is how to present search results. Figure 2 shows the results for the query “taxi”. On the left, there is a list of search results displayed as snippets (see Figure 2(B1)). Users can select a dataset to inspect its details (see Figure 2(B2)), which include description, source, attribute names and types, as well as a summary of the dataset’s contents. For spatial datasets, a visualization showing the geographical extent covered by the dataset is displayed, as shown in Figure 2(B2). The summary also includes a sample of the dataset records and statistics about its columns (Figure 3). The tabs above the dataset sample allow for the visualization of these statistics in different levels of detail. For example, Detail View shows plots of the columns’ value distributions, Compact View shows minimal information next to the column names and above a sample of the data, and Column View shows detailed statistical information about each column.

3.2 User Study
We conducted two-round interviews for this UI Subtask. The first round of interviews were conducted to validate the Auctus design decisions, and the second round was run to evaluate Auctus usability and design improvements.

3.2.1 Expert Interviews. To validate our design decisions, we conducted a first round of interviews with seven people (U1-U7). Each interview took 40 minutes and proceeded as follows. We first conducted a tutorial session to present Auctus to the participant and clarified any questions they had (12 min). This tutorial consists of three parts: (1) a video demonstrating our system, (2) a presentation emphasizing Auctus’ functionalities that will be mostly used during the user study, and (3) an
interactive exploration with an example query to familiarize the participant with Auctus. Then, we let them answer several dataset search questions using Auctus (23 min). Finally, we asked the participant to fill out a system usability questionnaire and left any comments on the system (5 min). The participants were free to explore any features in Auctus that may help them answer these dataset search questions. They were asked to think out loud while using Auctus. When the participants performed the task, we took notes related to the actions they performed.

**Dataset Search Questions.** To assess and validate our design decisions, we evaluate the effectiveness of the different features of Auctus using a variety of dataset search questions:

- **Effectiveness of Dataset Summary.** Useful information is highlighted in the Auctus’ interface to summarize the contents of each dataset: column names and data types displayed in the snippets; additional information like number of rows and dataset size in the dataset summary, which is located on the right side of the interface. We formulate two questions to evaluate the effectiveness of these features: The first asked users to identify datasets that contains certain data types, and the second asked users to ascertain the dataset relevancy in terms of size (e.g., according to their number of features).
- **Effectiveness of Spatial Coverage.** One prominent feature of Auctus is the spatial coverage information, which can be shown through a Spatial data type tag or a Spatial Coverage map. This can help users quickly find datasets that contain geographical information. We designed a question that asks the participant to explore the search results and check if any of the datasets contain spatial information.
- **Informative Column Statistics.** The data summary views (Figure 3) include statistics about each column and visualizations in different levels of detail. To examine this informative feature, users were asked to answer a statistical question about a specific column in a dataset.
- **Effectiveness of the Entire System.** Finally, we designed a question that is not focused on a specific feature of Auctus. Instead, the participant can use any features of Auctus to answer the question and we can understand which are the most-frequently used features. These kinds of questions are formulated as follows: Which datasets are more relevant to study topic T?

**User Insights and User Feedback.** We received positive feedback from the participants. They expressed interests in using Auctus and suggested new features to improve the system. Followings are some of their feedback:

- U1 mentioned that it is useful, for comparison purposes, to have the dataset snippets (left side of the interface) and the dataset summary (right side of the interface) side by side, and also to have repeated information on both sides (e.g., data types). He says that he can have the dataset of interest in the right side and then scroll down the left side to check the snippet information of other datasets and make comparisons.
- Most of the participants (U1-U7) appreciate the Dataset Summary component (see Figure 2(B2)). They used this side of the interface to actually evaluate whether the datasets was useful for their task or not. However, some of them (U1, U3) suggested to better organize the information presented in the top section of this component: grouping related information may help users to identify relevant data more quickly.
- U1-U5 expressed interests in the Data Summary Views (Figure 3), which summarize data samples in three different ways. Most of them found the Detail View the most useful tab because it shows summaries and sample data in the same view. Based on this feedback, we rearranged the tabs order to make the Detail View the default tab.
- U2 expressed interests in using Auctus for her study on evaluating different machine learning algorithms (e.g., find datasets of different size). For suggestions, she mentioned that, besides number of rows, Auctus should also display the number of columns. This could help her to see how much data contains a dataset in terms of columns. For the histogram plot in Detail View, it would be great to sort the bars in a consistent way (e.g., either by frequency or by alphabetical order).
- U5 suggested that, similar to the spatial coverage map, it would be great if Auctus also had a temporal coverage plot to help users better identify the datasets that are in the temporal range they desire.

3.2.2 **Usability Evaluation.** After the first round of interviews, we implemented improvements in Auctus based on users’ insights and feedback. To evaluate Auctus usability and design improvements, we conducted a second round of interviews with ten people. Two types of usability evaluation techniques were employed: The performance-based evaluation and the questionnaire-based evaluation.

The goals for this second user study are:
(1) Explore and analyze the datasets made available for the NTCIR Dataset Search 2 competition.

(2) Assess Auctus’ ability to help users to complete search tasks. To carry out this performance-based usability assessment, we measured and analyzed observed question success rates, question completion times, features usage ratings, and users’ feedback.

(3) Evaluate the perceived usability by performing a standardized questionnaire-based evaluation (SUS). This evaluation was performed in both rounds of interviews, and therefore, it allows us to compare Auctus UI’s improvements implemented for this second round.

(4) Identify system weaknesses by according to the results obtained in the performance-based evaluation. This helps us to recognize which features are hard to understand or not intuitive.

Each interview took 50 minutes and proceeded as follows. We first conducted a tutorial session, as we did for the first round (12 min). Then, we let participants perform the actual user study using Auctus (30 min). The study consists of 3 search queries (each of them containing 5 questions). The queries cover three topics: 1) crime rate, 2) hospital, and 3) causes of death. Each query comes with a background description and a direct link to the searched results in Auctus. Note that we recorded response time for each question separately for later analysis. Finally, we asked the participant to fill out a system usability questionnaire (SUS) and left any comments on the system (5 min). The participants were free to explore any features in Auctus that may help them answer these dataset search questions.

**Performance-based Evaluation.** Performance evaluation was done based on certain metrics which are measured while performing the questions. These metrics are described below:

- **Question Completion Time.** We designed five questions for each query. Each question asks same type of question across different queries. For example, question 1 in all 3 queries ask about data types of relevant datasets. As a result, for the same type of question, we expect that users will spend less time to find the answer as they become more familiar with both question type and the Auctus UI. For example, less time should be spent on question 1 in query 3 than that in query 1. We record the user response time of each question.

- **Question success rates.** We analyze the accuracy of each question to understand if Auctus can help users find the correct answer to dataset query questions. Accuracy of questions to all three queries are shown in Table 3.

- **Feature Usage.** For each question, we also conduct a feature analysis question to help us better understand which features are most helpful to answer each question.

Table 3 demonstrates success rates and feature usage ratings for each question.

<table>
<thead>
<tr>
<th>Question</th>
<th>Query 1</th>
<th>Query 2</th>
<th>Query 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Question 2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Question 3</td>
<td>1.0</td>
<td>0.9</td>
<td>0.8</td>
</tr>
<tr>
<td>Question 4</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Question 5</td>
<td>0.8</td>
<td>0.8</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Based on the analysis of question completion times, question success rates, post-question Auctus’ features usage ratings for each question, we obtained the following interesting observations:

**Completion Time.** For straightforward questions that are easy to solve, a decreasing trend in time is observed Figure 4(a). For questions that are difficult to solve or required a deeper analysis, no obvious decreasing trend in time is observed Figure 4(b).

**Success Rates and Feature Usage.** Table 3 demonstrates that Auctus can help users easily find correct answers to most questions for all queries. However, some questions were found to be consistently hard across all queries. For example, question 5 has accuracy of 0.8, 0.9 and 0.6 on three different queries. Even tough users spent significant amount time on this question (see Figure 4(b)), some users were not able to find the correct answer. Moreover, question 5 in query 3 has the worst accuracy because more efforts are needed to carefully investigate dataset views (i.e. dataset samples and statistic summaries) compared to that in query 1 and query 2, as shown in Figure 5.

**Feature Usage.** For questions that require to compare multiple datasets, users prefer to use Dataset Snippets. Users mentioned that having summarized information about the dataset in the snippets let them quickly identify datasets with certain characteristics, like data types, as shown in Figure 6. In cases where the users need to inspect column-specific information, they seem to prefer Auctus features that belong to the Dataset Details view. For questions that involve analysis of geographical information, most of the users (96.6%) make use of the spatial coverage map.

**Questionnaire-based Evaluation.** We also evaluated the usability of Auctus using the well-known System Usability Score (SUS) [2]. We conducted a survey at the end of each interview for both user studies: we asked participants to fill
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