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1. Introduction 3. Experiments Results
This poster introduces how we deal with the FinNum-3 task of NTCIR16. . , Table 2: Experimental results on carnings conference call.
. . . . Table 1: Experimental results on analyst’s report.
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Claim Label Erii Main task: claim detection 4. Conclusions
1 t Auxiliary task: numeral
FNN_FinClaim FNN_FinCategory category classification We employ the BiLSTM architecture to detect if the target numeral is in or
I not in claim with multi-task learning of the target numeral category
! BiLSTM effectively P - - -
BILSTM ] classification. We proposed a certain representation method which can be
1 captures the input context reglized by neural networks to represent the target numeral information.
. —D NE features. The two tasks  pegretfully, since we do not adopt methods or measures to handle the
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big gap between Macro-F1 score and Micro-F1 score. The experimental
Financial Text Target Numeral results show that our model could understand the task through the learning
romerst Ot of context semantics.



