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MedNLP-SC Subtasks
• Social Media Adverse Drug Event detection   (SM-ADE)

• Identify a set of symptoms caused by a drug from short messages 
written by social media users

• Social media corpus in Japanese, English, German, and French 

• Radiology Report TNM staging (RR-TNM)
• Determine the clinical stage of lung cancer from radiology reports, 

which requires clinical knowledge and complex reasoning
• Radiology report corpus in Japanese
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https://www.nytimes.com/2023/10/07/health/covid-vaccine-side-effects.html

● Catching Adverse Drug Events (ADE; 
副作用) is an important mission with 
respect to drug safety

● Particularly after COVID-19, people pay 
much attention to ADEs

● This allows to pick up much information 
from social media, e.g., X (Twitter) and 
Facebook
○ We designed a clinical fine grained task
○ BUT….

SM-ADE Subtask



Generated Twitter-like Corpus
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Generate 11,000 short messages in Japanese using a pre-trained language 
model, T5

Subtask for Social Media (SM)

Translate the corpus into the other three languages by machine translation with 
manual check
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Sample data
22 symptoms

Each tweet is labeled with a positive (1)/negative (0) 
label for each ADE symptom.

Subtask for Social Media (SM)



List of 17 Drugs the most popular drugs in social media
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Subtask for Social Media (SM)



List of 22 Symptoms Describing ADEs
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Subtask for Social Media (SM)



Social Media Corpus

Corpus generation
• Generation of 11,000 short messages in Japanese using a pre-trained 
language model (T5)

• Each tweet was manually checked and annotated with a positive (1) or negative (0) 
label for each ADE symptom

• Translation of the corpus into the other three languages by machine 
translation (DeepL) with manual check

• All language share the same symptom label(s)
Four language subsets: JA, EN, DE, and FR

• Each subset consists of 9,957 messages, which were divided into 
80% training (7,964 messages) and 20% test (1,993 messages)  

Subtask for Social Media (SM)

9



Participants
JA EN DE FR

AILABUD ✔ ✔ ✔ ✔

FRAG ✔ ✔ ✔ ✔

HPIDHC ✔ ✔ ✔ ✔

IMNTPU ✔

SRCB ✔ ✔ ✔ ✔

STIS ✔

TMUNLP ✔

VLP ✔ ✔ ✔ ✔

Subtask for Social Media (SM)

● 8 teams submitted results 
(+baseline)

● 5 out of 8 teams challenged all 
languages

● All teams (=8/8) submitted results for 
EN 

● We can see much diversity in 
participants! :) 

○ 8 teams from 7 different countries!
○ all submitting teams are not from Japan



Overall Approach 
Model Extra data

AILABUD SapBERT no

FRAG XLM-RoBERTa no

HPIDHC GPT-3.5, XLM-RoBERTa data aug.

IMNTPU BERT, GPT-3.5, GPT-4 data aug.

SRCB BERT, XLM-RoBERTa no

STIS VADER, BERT no

TMUNLP BERT, ClinicalDistilBERT no

VLP mBERT, RoBERTa, 
DeBERTa, XLM-RoBERTa

no

Baseline BERT, RoBERTa, 
XLM-RoBERTa

no

Subtask for Social Media (SM)

• dedicated binary classification models 
for each symptom is better than one 
multilabel classification model (yes: 
AILABUD, no: HPI)

• trained in all languages with multilingual 
models (TMUNLP and Baseline)

• additional task for transfer learning, 
language detection (SRCB)

• data augmentation from other models, 
e.g., GPT generated samples (HPIDHC), 
sentiment tags from the sentiment 
reasoning model VADER (STICS)

• clinical model   , e.g. ClinicalBERT, 
SapBERT

• ensembling models from multiple seeds 
(most submissions)



Evaluation Metrics

● Full: The performance over ADE labels (0 or 1)
○ Exact Match Accuracy
○ Per ADE Label: Precision, Recall, and 𝐹1 score for each label 

(0 and 1) across samples and classes
● Individual: The performance across symptoms

○ Per Symptom Class: Precision, Recall, and 𝐹1 score for each 
class

● Binary: How well models can detect examples containing 
ADEs independent of symptoms

Subtask for Social Media (SM)



Overall on the performance

● Compared to our baseline, F1 
improved by around ~5 points; some 
approaches improved ~10+ points 
Recall in positive class, which are 
desirable improvements in medical 
applications

● Not only the BEST system, but all 
results are within the range of around 
0.8 in F1
→ basic feasibility of the NLP 
application

Subtask for Social Media (SM)

Results of the Binary Score for teams in each language track



Future Remaining Issues

• How to keep diversity 
• Most submitted systems share the same framework

• After Twitter, social media studies are hard to conduct
• Some sentences are strange
• Some sentences are medically dubious

• Translations often “sound” Japanese, despite being English / German / French

Subtask for Social Media (SM)

Numerous double-blind images were observed in left ventricular block and right 
ventricular block 
左心室ブロックおよひ右心室ブロックにおいて多数の  二重盲検像が観察された  

Generated Tweets are not perfect: how to do it better?
How to get the privacy free data?


