
NTCIR-17 MedNLP-SC Radiology Report Subtask Overview:
Dataset and Solutions for Automated Lung Cancer Staging

Yuta Nakamura
The University of Tokyo

Japan
yutanakamura-tky@umin.ac.jp

Shouhei Hanaoka
The University of Tokyo

Japan
hanaokalog@gmail.com

Shuntaro Yada
Nara Institute of Science and

Technology, Japan
s-yada@is.naist.jp

Shoko Wakamiya
Nara Institute of Science and

Technology, Japan
wakamiya@is.naist.jp

Eiji Aramaki
Nara Institute of Science and

Technology, Japan
aramaki@is.naist.jp

ABSTRACT
This paper describes the Radiology Report TNM staging (RR-TNM)
subtask as a part of NTCIR-17 Medical Natural Language Process-
ing for Social Media and Clinical Texts (MedNLP-SC) shared task
in 2023. This subtask focused on automated lung cancer staging
based on radiology reports. We created a dataset of 243 Japanese
radiology reports containing no personal health information. A to-
tal of three teams with 16 members participated and submitted
seven solutions. The best accuracy scores for the T, N, and M cat-
egories reached 67%, 80%, and 93%, respectively. Through the RR-
TNM subtask, we have provided a valuable open Japanese clinical
corpus and useful insights to apply natural language processing
for secondary usage of staging information.
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1 INTRODUCTION
Radiologists serve physicians by planning, performing, and report-
ing results of imaging studies such as X-ray or computed tomog-
raphy (CT). Radiology reports include image findings, diagnoses,
or occasionally recommendations of next actions, for which radi-
ologists are often called doctor’s doctor [4]. However, rapidly in-
creasing imaging studies hinder radiologists from creating thor-
ough radiology reports and inhibit physicians from carefully re-
viewing them [1].

Natural language processing (NLP) has the potential to aid radi-
ological workflow [3, 15, 22]. Since the potential has been proven
mainly on English datasets [7, 13], we have provided non-English
public datasets mainly in Japanese [2, 17–19, 27, 28, 30].

This Radiology Report TNM staging (RR-TNM) subtask is a part
of NTCIR-17 Medical Natural Language Processing for Social Me-
dia and Clinical Texts (MedNLP-SC) shared task1. Similarly to our
last NTCIR-16 Real-MedNLP shared task [30], the RR-TNM sub-
task is targeted at lung cancer, the largest cause of cancer-related
mortalities worldwide [24].
1Another subtask is Social Media Adverse Drug Event Detection (SM-ADE) [29].

Figure 1: Scheme for the RR-TNM subtask. The RR-TNM
subtask is a multi-label document classification to assign T,
N, and M categories to lung cancer radiology reports.

The RR-TNM subtask evaluates NLP systems to automate can-
cer staging from Japanese radiology reports. Staging is an assess-
ment of stage, or cancer progression, using the TNM classification
system in three categories: primary tumor (T), lymph nodes (N),
and distant metastasis (M) [9, 12]. Early-stage cancer will be la-
beled with smaller numbers, such as T1N0M0, whereas advanced-
stage cancerswill be labeledwith larger numbers, such as T3N2M1.
Stage information is used primarily for treatment and secondarily
for research or public monitoring [26]. However, the stage is only
sometimes directly mentioned in radiology reports [23], and read-
ers must often carefully scrutinize them. Thus, automated staging
is a highly valuable NLP application. Moreover, staging is a tech-
nically challenging task that requires intensive clinical knowledge
and reasoning ability.

This overview paper describes the dataset and the solutions by
the participating teams as well as their performance. We aim to
provide valuable insights to apply NLP systems to utilize cancer
stage information.

2 TASK SCHEME
As in Figure 1, the RR-TNM subtask is a three-label document clas-
sification to predict T, N, and M categories for each radiology re-
port.
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The RR-TNM dataset was labeled under the 8th edition by the
Japan Lung Cancer Society (JLCS) [12] described in Table 1. The
JLCS criteria are widely accepted in Japan and closely align with
the worldwide standard [9].

All stage labels were aggregated to a coarse level. The choices
were T0, T1, T2, T3, or T4 for the T category; N0, N1, N2, or N3 for
the N category; and M0 or M1 for the M category.

Registration was open from January 6 to June 26, 2023. First,
participating teams received the training and validation sets of la-
beled radiology reports. Then, the test set of unlabeled radiology
reports was released on July 10, 2023. The submission deadline was
July 17, 2023.

3 MATERIAL
The RR-TNM dataset comprises 243 Japanese radiology reports
and contains no personal health information. Nine board-certified
radiologists diagnosed the same open 27 lung cancer cases inde-
pendently. We split the 27 cases into the training set (108 docu-
ments for 12 cases), validation set (54 documents for six cases),
and test set (81 documents for nine cases).

3.1 Corpus Creation
We created a raw corpus following the method to build our previ-
ous MedTxt-RR dataset [20, 30].

3.1.1 Case Selection. We used Radiopaedia 2 , an open-access ra-
diology reference, as the source of lung cancer cases.

Figure 2 summarizes the case selection protocol. First, we con-
ducted keyword searches on Radiopaedia and obtained 256 lung
cancer cases (see Appendix A for the details). Second, we excluded
28 cases that overlapped with MedTxt-RR [20], or lacked patient
demographics or case presentation. Third, we performed a brief
manual review to check the case titles and CT images.We excluded
161 cases that were not primary lung cancer or had missing or
truncated images. Fourth, we performed a detailed manual review
to observe CT images. We excluded 16 cases that had highly equiv-
ocal findings. Finally, we manually selected 27 cases for RR-TNM.
We chose the cases to cover various image findings related to stag-
ing aswidely as possible. The complete list is available in Appendix
A.

All the case selection procedures were conducted by one board-
certified radiologist with six years of experience in diagnostic ra-
diology.

3.1.2 Radiology Reporting. In cooperationwith Y’s Reading, Inc.3,
a teleradiology company in Japan, we recruited nine board-certified
radiologists.

We asked the radiologists to create free-text radiology reports in
Japanese. We prepared a reporting form for each case in the .docx
format, indicating the hyperlink of the Radiopaedia URL, age, sex,
and case presentation. The forms were sent and received via e-
mail.

2https://radiopaedia.org/
3https://www.ysreading.co.jp/

Figure 2: Case selection protocol for the RR-TNM subtask.

We did not directly instruct the radiologists because we would
like them to create radiology reports like the actual workflow. In-
stead, we indirectly guided the radiologists by adding fictitious pa-
tient information that would disambiguate equivocal image find-
ings.

The radiologists diagnosed the cases independentlywithout dis-
cussion for consensus.Moderate inter-observer agreementwas suf-
ficient because we aimed to build a text corpus, not a vision-and-
language multimodal dataset.

We made no changes to the received radiology reports except
for a few typographical errors affecting the cancer stage.

3.2 Stage Labeling
We asked the radiologists who created the radiology reports to as-
sign TNM. Next, the labels were manually checked and corrected
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Table 1: Lung cancer staging criteria of the 8th edition by the Japan Lung Cancer Society (in Japanese) [12].

Stage Definition

T: primary lesion

TX 原発腫瘍の存在が判定できない，あるいは喀痰または気管支洗浄液細胞診でのみ陽性で画像診断や気管支鏡では観察できない
T0 原発腫瘍を認めない
Tis 上皮内癌 (carcinoma in situ):肺野型の場合は，充実成分径 0 cm かつ病変全体径≦ 3 cm
T1 腫瘍の充実成分径≦ 3 cm,肺または臓側胸膜に覆われている,葉気管支より中枢への浸潤が気管支鏡上認められない (すなわち主気

管支に及んでいない)
(T1mi 微少浸潤性腺癌:部分充実型を示し,充実成分径≦ 0.5 cm かつ病変全体径≦ 3 cm)
(T1a 充実成分径≦ 1 cm でかつ Tis・T1mi には相当しない)
(T1b 充実成分径>1 cm でかつ≦ 2 cm)
(T1c 充実成分径>2 cm でかつ≦ 3 cm)

T2 充実成分径>3 cm でかつ≦ 5 cm,または充実成分径≦ 3cm でも以下のいずれかであるもの
• 主気管支に及ぶが気管分岐部には及ばない
• 臓側胸膜に浸潤
• 肺門まで連続する部分的または一側全体の無気肺か閉塞性肺炎がある

(T2a 充実成分径>3 cm でかつ≦ 4 cm)
(T2b 充実成分径>4 cm でかつ≦ 5 cm)

T3 充実成分径>5 cm でかつ≦ 7 cm,または充実成分径≦ 5 cm でも以下のいずれかであるもの
• 壁側胸膜,胸壁 (superior sulcus tumor を含む),横隔神経,心膜のいずれかに直接浸潤
• 同一葉内の不連続な副腫瘍結節

T4 充実成分径>7 cm,または大きさを問わず横隔膜,縦隔,心臓,大血管,気管,反回神経,食道,椎体,気管分岐部への浸潤,あるいは同側の
異なった肺葉内の副腫瘍結節

N: nodal involvement

NX 所属リンパ節評価不能
N0 所属リンパ節転移なし
N1 同側の気管支周囲かつ/または同側肺門,肺内リンパ節への転移で原発腫瘍の直接浸潤を含める
N2 同側縦隔かつ/または気管分岐下リンパ節への転移
N3 対側縦隔,対側肺門,同側あるいは対側の前斜角筋,鎖骨上窩リンパ節への転移
M: distant metastasis

M0 遠隔転移なし
M1 遠隔転移がある

(M1a 対側肺内の副腫瘍結節，胸膜または心膜の結節，悪性胸水 (同側・対側)，悪性心嚢水)
(M1b 肺以外の一臓器への単発遠隔転移がある)
(M1c 肺以外の一臓器または多臓器への多発遠隔転移がある)

when inconsistent with the radiology reports. Then, all the labels
were aggregated into a coarse level, namely either of T0, T1, T2,
T3, or T4 for the T category; N0, N1, N2, or N3 for the N category;
and M0 or M1 for the M category.

3.3 Dataset Splitting
We randomly split the RR-TNM dataset into training, validation,
and test sets in the ratio of 12:6:9 (≈ 0.44 : 0.22 : 0.33). The split
was on a case basis so that radiology reports of the same case did
not overlap in multiple sets.

3.4 Dataset Statistics
Figure 3 presents the label distribution of the training, validation,
and test sets. According to the chi-square test, there was a signif-
icant discrepancy in the distribution of the T category among the
three splits (𝑝 < 0.01), but not of the N category (𝑝 ≈ 0.11) or M
category (𝑝 ≈ 0.07).

4 METHODS
Three teams with 16 members in total formally participated and
submitted their results. The team KRad had eight members and
submitted one result. The team kuhp had seven members and sub-
mitted three results. The team NAIST-SOCRR had five members
and submitted three results. The teams KRad and kuhp had six
members in common.

We denote each system in combination with the team name and
submission number, such as ‘KRad-1.’

4.1 Team KRad
They employed zero-shot in-context learning to gpt-3.5-turbo [6,
21], a ChatGPT model, to make it follow the staging criteria with-
out updating the parameters.

System KRad-1 They used prompts that included (i) themodel
persona: "you are a skilled thoracic surgeon," (ii) the stag-
ing criteria, (iii) instructions to follow the staging criteria
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Figure 3: Label distribution of the RR-TNM dataset.

and return results in a JSON format, and (iv) the radiol-
ogy report. Then, the staging results were extracted from
the model’s output using regular expressions. Lastly, out-
put values in incorrect formats were replaced with T0, N0,
or M0.

4.2 Team kuhp
They fine-tuned open-calm-7b4, an open Japanese large language
model built on GPT-NeoX [5]. They employed an instruction tun-
ing framework [10]. They applied data augmentation 100 times to
randomly drop characters and shuffle sentences of radiology re-
ports. They further extended the fine-tuning dataset with hand-
craft question-answer pairs to enhance clinical knowledge.

System kuhp-1 Inference by themodel fine-tuned for around
0.35 epoch.

System kuhp-2 Inference by themodel fine-tuned for around
0.69 epoch.

System kuhp-3 Inference by themodel fine-tuned for around
0.69 epoch.

4.3 Team NAISTSOCRR
They solved the RR-TNM subtask as multi-class document classifi-
cation [11], using bidirectional Transformermodels such as BERT [8]
and RoBERTa [16].

System NAISTSOCRR-1 A single deep learning model was
employed to infer T, N, and M categories jointly. They fine-
tuned JMedRoBERTa [25], a biomedical Japanese pre-trained
RoBERTa model [16].

System NAISTSOCRR-2 Predictions for T, N, and M cate-
gories were treated as three separate tasks. Each was solved
by a fine-tuned Japanese bidirectional model, namely JMe-
dRoBERTa [25], Tohoku-BERT-v35, and UTH-BERT [14].

System NAISTSOCRR-3 Majority baseline. Themost frequent
training label, T1N0M0, was used for all predictions.

4https://huggingface.co/cyberagent/open-calm-7b
5https://huggingface.co/cl-tohoku/bert-base-japanese-v3

5 EVALUATION
5.1 Evaluation Metrics
5.1.1 Main Evaluation. We employ two types of evaluations and
four metrics:

• Separate evaluation:
– T accuracy: fraction of cases whose T category was cor-
rectly predicted. Formally, given gold standards and pre-
dictions {(𝑦𝑇𝑖 , 𝑦

𝑇
𝑖 )}

𝐾
𝑖=1 for 𝐾 test samples, T accuracy is

calculated as:

1
𝐾

𝐾∑
𝑖=1

1

[
𝑦𝑇𝑖 = 𝑦𝑇𝑖

]
, 𝑦𝑇𝑖 ∈ {T0,T1,T2,T3,T4}.

– N accuracy: fraction of cases whose N category was cor-
rectly predicted. Formally, given gold standards and pre-
dictions {(𝑦𝑁𝑖 , 𝑦

𝑁
𝑖 )}𝐾𝑖=1 for 𝐾 test samples, N accuracy is

calculated as:

1
𝐾

𝐾∑
𝑖=1

1

[
𝑦𝑁𝑖 = 𝑦𝑁𝑖

]
, 𝑦𝑁𝑖 ∈ {N0,N1,N2,N3}.

– Maccuracy: fraction of cases whoseM category was cor-
rectly predicted. Formally, given gold standards and pre-
dictions {(𝑦𝑀𝑖 , 𝑦

𝑀
𝑖 )}𝐾𝑖=1 for 𝐾 test samples, M accuracy is

calculated as:

1
𝐾

𝐾∑
𝑖=1

1

[
𝑦𝑀𝑖 = 𝑦𝑀𝑖

]
, 𝑦𝑀𝑖 ∈ {M0,M1}.

• Joint evaluation:
– Joint accuracy: fraction of cases whose T, N, and M cat-
egories were all correctly predicted. Formally, given gold
standards and predictions {((𝑦𝑇𝑖 , 𝑦

𝑁
𝑖 , 𝑦

𝑀
𝑖 ), (𝑦𝑇𝑖 , 𝑦

𝑁
𝑖 , 𝑦

𝑀
𝑖 ))}𝐾𝑖=1

for 𝐾 test samples, joint accuracy is calculated as:

1
𝐾

𝐾∑
𝑖=1

1

[
(𝑦𝑇𝑖 , 𝑦

𝑁
𝑖 , 𝑦

𝑀
𝑖 ) = (𝑦𝑇𝑖 , 𝑦

𝑁
𝑖 , 𝑦

𝑀
𝑖 )

]
,

𝑦𝑇𝑖 ∈ {T0,T1,T2,T3,T4},
𝑦𝑁𝑖 ∈ {N0,N1,N2,N3},

𝑦𝑀𝑖 ∈ {M0,M1}.

5.1.2 Additional Analysis. Accuracy metrics cannot differentiate
between minor errors and significant mistakes. In a clinical con-
text, larger discrepancies, such as between T1 and T4, have a more
substantial impact on decision-making than smaller discrepancies
like those between T2 and T3. To address this perspective, we also
computed the weighted Kappa coefficient, which penalizes larger
discrepanciesmore thanminor ones.We applied a quadraticweight.

5.2 Results
Table 2 shows the results. The highest N and M accuracy of 0.8025
and 0.9259 were achieved by KRad-1 using gpt-3.5-turbo, which
was a promising performance. In contrast, T accuracy dropped in
almost all systems. NAISTSOCRR-2 achieved the highest T accu-
racy of 0.6667 and the highest joint accuracy of 0.3704.
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Table 2: Results of the RR-TNM subtask. The best scores are shown in bold text.

Model Accuracy Weighted kappa

System Name(s) Type T N M Joint T N M
KRad-1 gpt-3.5-turbo Causal 0.3951 0.8025 0.9259 0.2716 0.3660 0.8422 0.8436
kuhp-1 open-calm-7b Causal 0.4815 0.6049 0.7407 0.2346 0.6536 0.5699 0.6386
kuhp-2 open-calm-7b Causal 0.4568 0.5185 0.7778 0.2099 0.0000 0.0000 0.0000
kuhp-3 open-calm-7b Causal 0.4444 0.5062 0.7901 0.1975 0.5016 0.6453 0.4220

NAISTSOCRR-1 JMedRoBERTa Bidirectional 0.6049 0.6049 0.8765 0.3086 0.6018 0.6577 0.7419
NAISTSOCRR-2 JMedRoBERTa, Tohoku-BERT-v3, Bidirectional 0.6667 0.5679 0.8395 0.3704 0.6556 0.6933 0.6692

UTH-BERT

NAISTSOCRR-3 (Majority baseline) - 0.3086 0.4198 0.5926 0.1975 0.0000 0.0000 0.0000

6 DISCUSSION
We held the RR-TNM subtask to evaluate the state-of-the-art NLP
systems in automating lung cancer staging. To this end, we cre-
ated an open Japanese radiology report dataset. We received seven
solutions from three teams.

We have created a new open Japanese clinical corpus to alleviate
scarcity in open Japanese clinical data. In particular, our previous
MedTxt-RR corpus and RR-TNM subtask dataset here have been
the only ones covering radiology reports. MedTxt-RR had 135 doc-
uments, and this time, we almost tripled the corpus size by adding
243 documents.

We have provided an open Japanese radiology corpuswith TNM
labels for the first time. In our last shared task, we assigned NER la-
bels to the MedTxt-RR corpus, but NER labels were far from direct
real-world applications. Conversely, TNM labels in this RR-TNM
subtask are closer to real-world applications.

Participants’ solutions indicate that ChatGPT is promising be-
cause it determined N and M categories with over 80% accuracy.
ChatGPT required no training to surpass the other solutions, in-
cluding fine-tuned Japanese large language models or BERT-like
models.

Most solutions had more room for enhancement for the T cat-
egory than the N and M categories. We attribute the discrepancy
to the task complexity. Although the N and M categories are only
based on anatomy, the T category’s criteria include anatomy and
tumor size. The tumor size must be numerically compared to the
criteria, where language models have difficulty.

Our future shared task could continue to target automated stag-
ing by providing more fine-grained annotations or an additional
corpus.

7 CONCLUSION
We organized the RR-TNM subtask focusing on automated lung
cancer staging based on Japanese radiology reports. The RR-TNM
subtask brought a valuable open Japanese clinical corpus and help-
ful insights to apply NLP for secondary usage of staging informa-
tion.
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A DETAILS OF CASE SELECTION
We conducted keyword searches on Radiopaedia on January 18,
2023. The keywords are shown in Table 4. We used the following
search options: the pathologically proven lung cancer (Diagnosis =
“Certain”), the inclusion of CT images (Modality = “CT”), and the
field-of-view covering the chest (Systems = “Chest”).

Table 3: A list of keywords used to search lung cancer cases
in Radiopaedia.

lung cancer
lung carcinoma
lung adenocarcinoma
lung scc
lung squamous cell cancer
lung squamous cell carcinoma
pulmonary cancer
pulmonary carcinoma
pulmonary adenocarcinoma
pulmonary scc
pulmonary squamous cell cancer
pulmonary squamous cell carcinoma
bronchial cancer
bronchial carcinoma
bronchial adenocarcinoma
bronchial scc
bronchial squamous cell cancer
bronchial squamous cell carcinoma
bronchogenic cancer
bronchogenic carcinoma
bronchogenic adenocarcinoma
bronchogenic scc
bronchogenic squamous cell cancer
bronchogenic squamous cell carcinoma
cancer of lung
cancer of the lung
carcinoma of lung
carcinoma of the lung
adenocarcinoma of lung
adenocarcinoma of the lung
scc of lung
scc of the lung
squamous cell cancer of lung
squamous cell cancer of the lung
squamous cell carcinoma of lung
squamous cell carcinoma of the lung
sclc
nsclc
small cell cancer
small cell carcinoma
small cell lung cancer
small cell lung carcinoma
GGO
GGN
subsolid
part-solid
part solid
ground glass opacity
ground glass nodule
ground glass
minimally invasive adenocarcinoma
atypical adenomatous hyperplasia

NTCIR 17 Conference: Proceedings of the 17th NTCIR Conference on Evaluation of Information Access Technologies, December 12-15, 2023, Tokyo, Japan

150



Table 4: A list of Radiopaedia cases used for RR-TNM dataset.

Data partition

Case Article title and URL Training Validation Test

1 Invasive lung adenocarcinoma
(https://radiopaedia.org/cases/invasive-lung-adenocarcinoma) ✓

2 Lepidic predominant adenocarcinoma of the lung
(https://radiopaedia.org/cases/lepidic-predominant-adenocarcinoma-of-the-lung-1) ✓

3 Lung cancer with bronchoscopic biopsy
(https://radiopaedia.org/cases/lung-cancer-with-bronchoscopic-biopsy) ✓

4 Invasive mucinous adenocarcinoma
(https://radiopaedia.org/cases/invasive-mucinous-adenocarcinoma-1) ✓

5 Left upper lobe collapse due to lung cancer
(https://radiopaedia.org/cases/left-upper-lobe-collapse-due-to-lung-cancer) ✓

6 Lung cancer causing complete atelectasis
(https://radiopaedia.org/cases/lung-cancer-causing-complete-atelectasis) ✓

7 Thickened right paratracheal stripe - small cell lung carcinoma
(https://radiopaedia.org/cases/thickened-right-paratracheal-stripe-small-cell-lung-carcinoma-1) ✓

8 Adenocarcinoma of the lung - EGFR-mutated
(https://radiopaedia.org/cases/adenocarcinoma-of-the-lung-egfr-mutated-2) ✓

9 Lung cancer with bone metastases
(https://radiopaedia.org/cases/lung-cancer-with-bone-metastases-1) ✓

10 Asbestosis complicated by lung cancer
(https://radiopaedia.org/cases/asbestosis-complicated-by-lung-cancer) ✓

11 T1b apical lung cancer (https://radiopaedia.org/cases/t1b-apical-lung-cancer) ✓

12 Bronchial mucoepidermoid carcinoma
(https://radiopaedia.org/cases/bronchial-mucoepidermoid-carcinoma-1) ✓

13 Pancoast tumor with CT guided biopsy
(https://radiopaedia.org/cases/pancoast-tumour-with-ct-guided-biopsy-1) ✓

14 Lung cancer (massive)
(https://radiopaedia.org/cases/lung-cancer-massive) ✓

15 Invasive mucinous adenocarcinoma of the lung mimicking pneumonia
(https://radiopaedia.org/cases/invasive-mucinous-adenocarcinoma-of-the-lung-mimicking-pneumonia) ✓

16 Metastatic adenocarcinoma of the lung
(https://radiopaedia.org/cases/metastatic-adenocarcinoma-of-the-lung-2) ✓

17 Metastatic lung cancer (https://radiopaedia.org/cases/metastatic-lung-cancer-5) ✓

18 Advanced metastatic lung cancer
(https://radiopaedia.org/cases/advanced-metastatic-lung-cancer) ✓

19 Lung adenocarcinoma (https://radiopaedia.org/cases/lung-adenocarcinoma-6) ✓

20 Pulmonary adenocarcinoma
(https://radiopaedia.org/cases/pulmonary-adenocarcinoma-2) ✓

21 Pulmonary adenocarcinoma
(https://radiopaedia.org/cases/pulmonary-adenocarcinoma-3) ✓

22 Lung cancer (https://radiopaedia.org/cases/lung-cancer-29) ✓

23 Pancoast tumor (https://radiopaedia.org/cases/pancoast-tumour-20) ✓

24 Hypertrophic osteoarthropathy
(https://radiopaedia.org/cases/hypertrophic-osteoarthropathy-8) ✓

25 Common bile duct stone and lung cancer
(https://radiopaedia.org/cases/common-bile-duct-stone-and-lung-cancer) ✓

26 Primary sarcomatoid carcinoma of lung
(https://radiopaedia.org/cases/primary-sarcomatoid-carcinoma-of-lung-3) ✓

27 Luftsichel sign in lung cancer
(https://radiopaedia.org/cases/luftsichel-sign-in-lung-cancer) ✓
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