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ABSTRACT
The ditlab team participated in the Transfer task composed of dense retrieval and dense reranking subtasks. We trained sentence-BERT by using a Japanese version of mMARCO dataset and commonly used for both subtasks. We compared three types of models that were trained according to three types of losses: softmax, triplet, multiple negatives ranking losses. The results show that the multiple negatives ranking loss was the best for both subtasks. In addition, system fusions significantly improved the performance especially for the retrieval task.
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1 INTRODUCTION
The ditlab team participated in the Dense First Stage Retrieval and Dense Reranking tasks of the NTCIR-17 Transfer task [3]. To improve the performance of sparse information retrieval such as BM25 [8], dense retrieval has attracted many attentions. We used sentence-BERT [7] for reranking instead of monoBERT [6] used in the baseline provided by the task organizers. We trained sentence-BERT by using a Japanese version of mMARCO dataset (jMARCO) [1]. Similarity calculation based on sentence-BERT was commonly used for both subtasks.

2 LOSSES FOR TRAINING
We trained sentence-BERT according to three types of losses because which type of losses is the most effective is unclear for this task.

2.1 Softmax loss
This is a loss that was used in the original sentence-BERT paper [7]. For using this loss, negative samples are required. Training data consist of \( N_p \) positive sentence pairs \((a_i, p_i)\) and \( N_n \) negative sentence pairs \((a_i', n_i')\), where \( i \) is the index of positive pairs \( i = 1, 2, \ldots, N_p \) and \( i' \) is the index of negative pairs \( i' = 1, 2, \ldots, N_n \). If training data do not contain negative samples, a sentence \( n_i \) is sampled from \( p_j \) \( (j \neq i) \) to make negative samples \((a_i, n_i = p_j)\). A softmax classifier is added on top of two transformers to classify two sentences are relevant or not. For \((a_i, p_j)\), the output is relevant and for \((a_i', n_i')\) its output is irrelevant.

2.2 Triplet loss
This loss minimizes the distance between anchor and positive and maximizes the distance between anchor and negative, simultaneously [9]. For using this loss, positive sample and negative sample corresponding to the same anchor are required. For each anchor \( a_i \), if training data do not contain negative samples, a sentence \( n_i \) is sampled from \( p_j \) \( (j \neq i) \) to make negative samples \((a_i, n_i = p_j)\), before triplet loss
\[
\mathcal{L} = \sum_i \left( ||a_i - p_i|| - ||a_i - n_i|| + \theta \right).
\]

3 EXPERIMENTS
3.1 Experimental setup
Transfer dataset composed of training set, which is NTCIR-1 [4] and evaluation set, which is NTCIR-2 [5]. The train set consists of over 330K documents with 83 search topics, while the eval set consists of 735K documents with 49 topics. The baseline codes, which are based on monoBERT [6] reranker, were provided by the task organizers.

The original test collections provide relevance scores at three levels from 0 to 2. Score 0 means that queries and documents are irrelevant, score 1 means that they are partially relevant, and score 2 means that they are relevant. We convert these scores into binary labels (0: irrelevant and 1: relevant) by ignoring the difference between relevant and partially relevant. The baseline monoBERT reranker was fine-tuned on the sequential classification task, i.e., softmax loss, starting from a publicly available Japanese BERT model.

The baseline reranker used the probabilities of the label 1 (relevant) as the new document scores, and reranked the top 1000 documents based on those scores. Our sentence-BERT models were fine-tuned on both Transfer training set and jMARCO based on the three types of losses starting from a publicly available Japanese sentence-BERT model and the cosine similarity of embedding vectors was used as the new document scores.

1 https://github.com/ntcirtransfer/transfer1
2 This did not use jMARCO for training.
3 https://github.com/ntcirtransfer/transfer1
4 https://github.com/ntcirtransfer/transfer1
5 https://github.com/ntcirtransfer/transfer1
6 https://github.com/ntcirtransfer/transfer1
7 https://github.com/ntcirtransfer/transfer1
8 https://github.com/ntcirtransfer/transfer1
9 https://github.com/ntcirtransfer/transfer1
3.2 Subtask1 (Dense retrieval)
Dense retrieval subtask is an ad-hoc retrieval task. The input was the title field of the original topic files and the output was the top (reranked) 1,000 document IDs. Table 1 shows the results of map, reciprocal rank, and nDCG@[5,10,15,20,1000]. The upper three rows show the result of a single model. The multiple negatives ranking loss was the best for all metrics. The lower four rows show the result of a system fusion. Three out of four fusions improved the performance, which demonstrates the effectiveness of system fusions and the results of BM25 are required to improve the performance. Among them\(^5\), the fusion of softmax and triplet was the best.

3.3 Subtask2 (Dense reranking)
Dense reranking subtask is prepared for two-stage retrieval systems. For given the top 1,000 documents that were retrieved by BM25 model, dense models rerank them. The input was the query and the top 1,000 document IDs, and the output was the 100 reranked document IDs. Table 2 shows the results of map, reciprocal rank, and nDCG@[5,10,15,20,1000]. In this case, the performance differences between losses were much smaller than the retrieval task. This also shows the effectiveness of the multiple negatives ranking loss except reciprocal rank. The performance improvement by system fusions was smaller than the retrieval task but the system fusions improved the performance. In average, the fusion of softmax and multiple negatives ranking loss was the best.

4 CONCLUSION
We used sentence-BERT for similarity computation, which is applied to NTCIR-17 Transfer task. We compared three types of models that were trained according to three types of losses: softmax, triplet, multiple negatives ranking losses. The results show that the multiple negatives ranking loss was the best for both retrieval and reranking. In addition, system fusions significantly improved the performance especially for the retrieval task.
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\(^5\) We cannot validate all of the fusions because the maximum number of submitted runs is limited to 10.