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INTRODUCTION

Unbiased learning to rank (ULTR) aims to train an unbiased ranking model with biased user behavior logs.

Although many ULTR models have achieved promising results on synthetic data, they still lack guarantees of effectiveness in real-world
scenarios.

In NTCIR-17, the ULTRE-2 task will evaluate the effectiveness of ULTR models with a new, large-scale user behavior log collected from
a commercial Web search engine Baidu.

MOT'VAT'ON False negative issue

* The 1ssue of false negatives 1s very severe 1n the Baidu search data, much more
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* Adopt the Dual Learning Algorithm (DLA) to address the position bias and retrieved by

the search

use 1t as an auxiliary model to study how to alleviate the false negative issue. engine

OUR APPROACH

We approach the false negative 1ssue from two perspectives.

* Label Correction * Negative Sampling

» Correct the labels for non-clicked items by a relevance » We try to rebuild the ranking lists to reduce the number of

judgment model trained from DLA, and learn a new ranker false negatives by adding random and hard negatives and
that is initialized from DLA. replacing original non-click candidate items with random

negatives. hard negatives
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»> “click-only” scheme replaces all non-clicked items with
» We attempt various reasonable strategies to transform the random negatives.

output of this auxiliary model into new(lab)els. > “last-click” scheme replaces items after the last clicked

— : item with random negatives.
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» where | means the label, o output of the
query’s  1item with = 0.

» The loss function we use 1s as follows.

EXPERIMENTS

Effect of Label Correction Effect of Negative Sampling
» DLA with Label Correction outperforms the basic DLA model, » We investigate the use of negative sampling on the validation set.

under various strategies. »The nDCG@10 on the validation set indicates that this approach
» The underline denotes the performance of the baseline DLA. 1s effective in improving performance.
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Performance curves of two schemes ("click-only" and "last-click") w.r.t.
the number of random and hard negatives. (a) Performance curves of two
schemes w.r.t. the number of random negatives. (b) The Performance
curve of the "click-only" scheme w.r.t. the number of hard negatives.

CONCLUSION

Motivation: Due to the high quality of the search results returned by the search engine, there exists severe false negative 1ssue. Thus we propose

two approaches to tackle this i1ssue: label correction and negative sampling.
Method: DLA with Label Correction, Naive Algorithm with Negative Sampling.

Effectiveness: Both methods can enhance the model performance and our best method has achieved nDCG@10 of 0.5355, which 1s 2.66%

_ better than the best score from the organizer.




