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ABSTRACT
This paper describes the KASYS team’s participation in the NTCIR-
17 Transfer Task. To generate our runs, we used neural IR mod-
els such as Contriever, ColBERT, and SPLADE with different fine-
tuning strategies. One of the main purposes to participate in this
task is to examine the generalizability of the neural IR models to
Japanese document retrieval.
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1 INTRODUCTION
This paper describes the KASYS team’s participation in the NTCIR-
17 Transfer Task. We submitted nine runs for Dense First Stage
Retrieval subtask and five runs for Dense Reranking subtask. One
of the main purposes to participate in this task is to examine the
potential of the first stage retriever for Japanese document retrieval.

2 METHODS
This section reviews neural IR models used for our runs.

2.1 Contriever
We submitted five runs based on Contriever [2]. Contriever is a
dense retrieval model that has a bi-encoder architecture, employing
the same encoder for both query encoder and document encoder.
The model is designed with the objective of improving zero-shot
retrieval effectiveness, pre-trainingwith inverse Cloze task (ICT) [3]
and contrastive learning using Momentum Contrast (MoCo) [4] as
a contrastive learning framework.

ICT is a data augmentation technique constructing training sam-
ples by exclusively sampling two segments from a document. In the
pre-training phase, this approach engages in contrastive learning
with self-supervision, treating one segment as the query and the
other as the positive example for learning embedding representa-
tions. Besides ICT, additional data augmentation techniques are
applied, including generating queries and contexts through crop-
ping twice from the text independently and the elimination of 10%
of the tokens, to extend the dataset.

Contrastive learning is a methodology distinguishing between
embedding representations of documents relevant to a query and
those that are not. The contrastive loss 𝐿 is computed using a

query 𝑞, a document 𝑑+ relevant to 𝑞, and a set of 𝐾 non-relevant
document 𝑑−1 , 𝑑

−
2 , . . . , 𝑑

−
𝐾
, as defined by the following equation:

𝐿 = − exp(𝑓 (𝑞, 𝑑+)/𝜏)
exp(𝑓 (𝑞, 𝑑+)/𝜏) +∑𝐾

𝑖=1 exp(𝑓 (𝑞, 𝑑−𝑖 )/𝜏)

The number of negative examples is important in contrastive
learning, and various techniques have been proposed to manage
large sets of negative examples. Within Contriever, MoCo is uti-
lized as the framework for contrastive learning. MoCo stores the
embedding representations of positive examples in a queue and
uses them as negative examples while pre-training. To maintain
consistency in the embedding representations of the negative exam-
ples, a Momentum Encoder is employed as the encoder for positive
examples. The parameters of the Momentum Encoder are updated
through a moving average with the parameters of the query en-
coder, ensuring consistency in the embedding representations of
the negative examples.

Performance evaluation results have confirmed that Contriever
outperforms existing dense retrieval models in terms of zero-shot
retrieval performance. On average, it also surpasses the BM25. In
multilingual settings, training data in 29 languages are generated
from CCNet, with pre-training being conducted accordingly and
outperformed BM25 with fine-tuning on MS MARCO.

2.2 ColBERT
We also submitted a single run based on ColBERT, as another dense
retrieval model. ColBERT has a late-interaction architecture which
computes the similarity between encoded representations of query
and document tokens. Due to much computational cost, ColBERT
employs a multi-stage retrieval architecture. At the first stage, can-
didate documents are retrieved by approximated nearest neighbor
search. At the second stage, the candidate documents are reranked
by the sum of maximum similarity between query and document
tokens. Equation 1 is the score function to rerank the documents
based on the similarity between query and document tokens. Let 𝑞
represent a query and 𝑑 represent a document. The query 𝑞 is split
into a sequence of tokens𝑞 = {𝑞1, 𝑞2, ...𝑞 |𝑞 | } by a tokenizer. The doc-
ument 𝑑 is also split into a sequence of tokens 𝑑 = {𝑑1, 𝑑2, ...𝑑 |𝑑 | }.
The tokens are encoded into query and document embedding 𝜂 (𝑞𝑖 )
and 𝜂 (𝑑 𝑗 ) by an encoder 𝜂 (e.g., BERT). The score of 𝑑 in response
to 𝑞 is defined as:

𝑆𝑞,𝑑 =

|𝑞 |∑︁
𝑖=1

𝑚𝑎𝑥
𝑗=1,... | 𝑗 |

𝜂 (𝑞𝑖 )𝑇𝜂 (𝑑𝑖 )

This function computes the similarity of every query-document
token pairs, getting the maximum similarity for every query token.
The sum of the maximum similarity scores is used to rank the
documents.
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At training, ColBERT uses pairwise softmax cross-entropy as
a loss function and MS MARCO triples1 as training data. Triples
consist of a query, a positive document and negative document.
But, for non-English dense retrieval, we have no sufficient data
for fine-tuning retrieval models. Therefore, we adopted the ideas
of ColBERT-X [6], which is multilingual version of ColBERT [5]
designed for Cross Language Information Retrieval(CLIR). In CLIR,
given a query in language 𝑙 , the system retrieves relevant docu-
ments written in language 𝑙 ′. The authors proposed a method called
Zero-Shot and Translate-Train in this paper, aimed at enhancing
the performance of the system in CLIR scenarios. Transfer Task fo-
cuses on searching for Japanese documents using Japanese queries.
However, the subsequent discussion is conducted under the premise
that English queries are employed to retrieve Japanese documents.

The former approach (Zero-Shot) fine-tunes an encoder such
as XLM-RoBERTa and mBERT using English training data. This
approach proves to be somewhat effective without training data
in target language, because in pre-training phase, the pre-training
data contrains languages other than English. Zero-Shot is trained to
effectively search for English documents with English queries using
MSMARCO, it is assumed to operate in a mono-lingual scenario
during retrieval. Therefore, when we inference for Japanese docu-
ments with English queries, there would be a need to translate the
English queries into Japanese at that time. Since Transfer Task is a
mono-lingual scenario, we don’t need to translate queries during
the search process to apply Zero-Shot to this task.

The latter approach (Translate-Train) translates the English train-
ing data into the target language 𝑙 (the language used in the collec-
tion) and uses it to train the encoder. In this approach, translated
MS MARCO data is used. However, since the problem setting in-
volves searching Japanese documents with English queries, only
the documents are translated, and the queries remain in original
(English) data for training. If all English data is translated to create
a complete set of Japanese translated data, it enables us to perform
the same processing as when training and searching with actual
Japanese data.

2.3 SPLADE
We introduced SPLADE [7] [8], which is a state-of-the-art sparse
lexical-based retriever. Unlike Contriever and ColBERT, SPLADE
generates sparse representations by connecting a Masked Language
Model (MLM) head to the last hidden layer of the encoder model. Let
𝑞 represent a query and𝑑 represent a document. The tokens 𝑡 (query
or document) are split into a sequence of tokens 𝑡 = {𝑡1, 𝑡2, ...𝑡 |𝑡 | }
by a tokenizer and encoded into query and document embedding
{ℎ1, ℎ2, ...ℎ} . We calculate𝑤𝑖, 𝑗 the importance of vocabulary token
𝑗 for sequence token 𝑖:

𝑤𝑖, 𝑗 = 𝜙 (ℎ𝑖 )𝑇 𝐸 𝑗 + 𝑏 𝑗 𝑗 ∈ {1, ...|𝑉 |}
After getting distribution of vocabulary token importance for

each token in the sequence (importance matrix), we apply max
pooling to vocabulary dimensions of importance matrix to compute
token importance of |𝑉 |-dimensional sparse vector.

𝑤 𝑗 = max
𝑖

log(1 + 𝑅𝑒𝐿𝑈 (𝑤𝑖, 𝑗 ))

1https://microsoft.github.io/msmarco/Datasets.html

SPLADE uses the contrastive loss 𝐿, which is computed using a
query 𝑞, a document 𝑑+ relevant to 𝑞, one hard negative 𝑑−1 , and a
set of 𝐾 non-relevant document 𝑑−2 , 𝑑

−
3 , . . . , 𝑑

−
𝐾
, as defined by the

following equation:

𝐿 = − exp(𝑓 (𝑞, 𝑑+)
exp(𝑓 (𝑞, 𝑑+)) +∑𝐾

𝑖=1 exp(𝑓 (𝑞, 𝑑−𝑖 ))
To make a set of 𝐾 non-relevant document, SPLADE employs

In-batch negative sampling, which utilizes K-1 relevant documents
from within the same batch of size 𝐾 as negative documents.

We utilized the Japanese version of BERT to accommodate Japan-
ese search queries and conducted training using data translated
from MS MARCO into Japanese.

2.4 Reciprocal Rank Fusion
To validate the hybrid search in Japanese document retrieval, we
submitted two ensemble methods based on reciprocal rank fusion.
The first one (KASYS-First-7) is ColBERT-X + BM25, and the second
one (KASYS-First-9) is ColBERT-X + SPLADE. Reciprocal rank
fusion computes the score of each document as follows:

𝑠𝑐𝑜𝑟𝑒 (𝑑) =
∑︁
𝑟 ∈𝑅

1
𝑘 + 𝑟 (𝑑)

This function calculates the score of document 𝑑 based on its
rank 𝑟 (𝑑) within multiple ranking lists 𝑅. Here, 𝑘 is a parameter
used for weighting the ranks, with a smaller 𝑘 value emphasizing
higher ranks. For each ranking list 𝑟 the rank 𝑟 (𝑑) of the document
𝑑 is added to 𝑘 and then inverted. The sum of these inverted values
across all ranking lists gives the final score of document 𝑑 .

3 RUNS
3.1 Dense First Stage Retrieval Subtask
We describe details of each run submitted to the Dense First Stage
Retrieval subtask.

3.1.1 KASYS-First-1. We used Contriever without fine-tuning. Pre-
training was performed on Wikipedia and CCNet.

3.1.2 KASYS-First-2. WeusedContriever fine-tuned onMSMARCO.

3.1.3 KASYS-First-3, -4, and -5. We used Contriever fine-tuned on
MS MARCO and NTCIR-1 dataset. These three runs differ in the
way that they sampled negative examples used for fine-tuning on
NTCIR-1. When fine-tuning the model on NTCIR-1, 53 queries are
used for training and 30 queries for validation.

For KASYS-First-3, documents in the same batch aside of the
gold document are used as negative samples. For KASYS-First-4,
documents judged as irrelevant for the query is used as negative
samples. For KASYS-First-5, we firstly mined negative documents
using Contriever fine-tuned on MS MARCO and used them as
negative samples.

3.1.4 KASYS-First-6 and -8. For KASYS-First-6, we use ColBERT-X
trained with both MS MARCO and mmarco dataset. This method
can be considered as an intermediate approach between Zero-Shot
and Translate-Train. For KASYS-First-8, we use SPLADE trained
with mmarco dataset and cl-tohoku/bert-base-japanese-v3 as an
encoder.
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Run name Description

KASYS-First-1 Contriever (no fine-tuning)
KASYS-First-2 Contriever (fine-tuning on MS MARCO)
KASYS-First-3 Contriever (fine-tuned on MS MARCO and NTCIR-1 with random negatives)
KASYS-First-4 Contriever (fine-tuned on MS MARCO and NTCIR-1 with qrel negatives)
KASYS-First-5 Contriever (fine-tuned on MS MARCO and NTCIR-1 with hard negatives)
KASYS-First-6 ColBERT-X (fine-tuned on MS MARCO and mmarco)
KASYS-First-7 ColBERT-X + BM25
KASYS-First-8 SPLADE (fine-tuned on mmarco)
KASYS-First-9 ColBERT-X + SPLADE

KASYS-Second-1 Reranking the BM25 baseline by KASYS-First-1
KASYS-Second-2 Reranking the BM25 baseline by KASYS-First-2
KASYS-Second-3 Reranking the BM25 baseline by KASYS-First-3
KASYS-Second-4 Reranking the BM25 baseline by KASYS-First-4
KASYS-Second-5 Reranking the BM25 baseline by KASYS-First-5

Table 1: KASYS runs.

3.1.5 KASYS-First-7 and -9. For KASYS-First-7, we implemented a
hybrid approach 2 combining BM25 and ColBERT-X. For KASYS-
First-9, we employed another hybridmethod that integrates SPLADE
and ColBERT-X. In both cases, we utilized the runs submitted for
ColBERT-X and SPLADE in this study. As for BM25, we relied
on the search results produced using the method provided by the
organizers.

3.2 Dense Reranking Subtask
In the Reranking Subtask, the BM25 baseline is reranked using
KASYS-First-1, -2, -3, -4, and -5, resulting in the generation of runs
designated as KASYS-Second-1, -2, -3, -4, and -5, respectively.

4 EXPERIMENTS
The results of the Dense First Stage Retrieval Subtask are pre-
sented in Table 2. KASYS-First-7, which utilized RRF between BM25
and ColBERT-X, exhibited the highest performance. KASYS-First-
9, which applied RRF with SPLADE and ColBERT-X, underper-
formed KASYS-First-6, a method solely based on ColBERT-X, ex-
cept for nDCG@15 and nDCG@20. Among the methods using
Contriever, KASYS-First-5, a method that fine-tuned with hard neg-
atives, showed the highest performance, except for nDCG@15. In
the Dense Reranking Subtask, KASYS-Second-5, which was fine-
tuned with hard negatives, demonstrated the highest performance,
excluding RR and nDCG@5 (Table 3).

5 CONCLUSIONS
In this paper, we explored several techniques for information re-
trieval in Japanese. Specifically, we experimented with various
fine-tuning approaches for the Contriever, while separately evalu-
ating other retrieval models like ColBERT-X and SPLADE. We also
investigated hybrid approaches combining these models. Our ex-
periments demonstrated that even with limited data, fine-tuning on
test collection can significantly improve retrieval results. Notably,
hard negative sampling, which is generally considered effective,
2For the Reciprocal Rank Fusion (RRF), we set k to 20.

proved to be the most beneficial in our context. Regarding the per-
formance of individual retrieval models, our results suggest that
the late-interaction model, ColBERT-X, might be the most effective.
Despite not being fine-tuned with the test collection, ColBERT-X
achieved the highest score among standalone techniques. We ex-
pect that its performance can be further boosted with appropriate
fine-tuning. In our examination of hybrid methods, the combina-
tion of ColBERT-X and BM25 yielded the highest score. This result
aligns with the general understanding that integrating dense and
sparse retrieval models can produce more refined results.

These insights lead us to think that best practices and findings,
which are considered effective in general, are also likely to work
well for Japanese information retrieval. For our future work, we
plan to implement fine-tuning for ColBERT-X, and we are also
considering the adoption of other retrieval models that were not
explored in this study.
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