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ABSTRACT 

This paper reports the results of the fuys team's NTCIR-17 UFO 
Text-to-Table Relationship Extraction (TTRE). Since we thought 
that Value cells depend on Name cells, we came up with a method 
that uses the result of extracting Name cells to connect them 
together. The text of a HTML <mark> tag and  texts of  cells were 
used to find Name. These two were encoded and combined to 
perform a binary classification. We tried several combinations of 
mark tag text and cell text. The best results were obtained using 
mark tags and tables in the same section of the same company. 
We tried two different rules for binding Value cells. The rule of 
finding a cell by the row and column combination of the cell that 
became the Name yielded good results. 
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1 INTRODUCTION 
Our fuys team participated in Text-to-Table Relationship 
Extraction (TTRE) task at NTCIR-17 UFO [1]. In this paper, we 
describe our proposed method and the results of this task. 

2  TTRE 
The TTRE task is to find cells in a table that are related to specific 
text in an annual securities report. The specific text to be linked to 
the table cell is marked with a HTML <mark> tag. The cells of 
the table related to this mark tag are bound as Name cells if the 
cells are item names, and Value cells if they are numeric values. 
The goal of this task is to link the text of the annual securities 
report to the table and make it easier to understand. 

2.1 About Annual Securities Reports 
An annual securities report is a report that describes a company's 
sales and business activities. Since it is legally required to be 
submitted, there is a specific content to be written. In addition, the 
format is often fixed. This makes it possible to separate what is 

written in different sections. The content written for each section 
is as follows. 
1. Company Overview 
2. Status of Business 
3. Status of Facilities 
4. Status of the Submitting Company 
5. Status of Accounting 
6. Outline of Stock Administration of the Submitting 

Company 
In this data, section 6, "Outline of Stock Administration of the 

Submitting Company," is written in a smaller volume and handled 
by fewer companies, so we will treat it as the same section as 
section 5. In addition, securities reports are converted to HTML 
files and can be handled as HTML. 

2.2  About Name and Value 
If the table's cell associated with the mark tag is an item name, it 
is a Name, and if it is a number, it is a Value. For example, for "
営業利益(Operating Profit),” cells colored green in the table in 
Figure 1 are Names. Also, the cells colored red in the table are 
Values. 
 

 
Figure 1 Example of Name and Value. 

 

3  METHOD 
The author's actual reading of the distributed materials revealed 
the following. 
・ Cells that are Value are positionally related to cells that are 

Name. 
・ The cell that is the Name has characteristics in position and 

text. 
・ Most of the cells that become the Name are in the table near 

the MARK tag. 

NTCIR 17 Conference: Proceedings of the 17th NTCIR Conference on Evaluation of Information Access Technologies, December 12-15, 2023, Tokyo, Japan

358

DOI: https://doi.org/10.20736/0002001290



  
 

 
 

・ Even if the companies are different, the content covered in 
the same section remains the same. 

We believed that using these elements would increase accuracy, 
so we linked Name and Value. 

3.1 About Name 
We considered that the position of the cell that is Value depends 
on the position of the cell that is Name. Therefore, we used the 
method of connecting Name first and then using the result. We 
thought that by improving the accuracy of Name, the accuracy of 
Value would naturally improve.  

Name can be thought of as a multi-label with candidate cells. 
However, this is not realistic because the number of labels would 
exceed 700. Therefore, we decided to use the text of the mark tag 
and the text of the table cell, encoded and combined, as the input 
text. We thought that by doing so, we could treat it as a simple 
binary classification of whether the mark tag and its table cell are 
related or not (Figure 2). 

We performed learning and inference using BERT[2] and 
searched for table cells to be linked using binary classification. For 
the BERT pre-training model, we used the Japanese language 
model created by the Inui/Suzuki Laboratory at Tohoku University, 
cl-tohoku/bert-base-japanese-whole-word-masking. The BERT-
related part was implemented by "BertForSequenceClassification," 
a class for document classification in Transformers, an open-source 
library developed by HuggingFace1 . The model was created by 
performing fine tuning on a pre-trained model with the number of 
epochs as 10, batch size as 32, learning rate as 1e-5, and maximum 
input length as 512. 

We used the <ix:nonnumeric> tag to find tables near the mark tag. 
During inference, the table in the same <ix:nonnumeric> tag as the 
mark tag was used to find Name (Figure 3). We looked at the cells 
in the table one by one and if the text was the same as the text in 
the MARK tag, we tied the cell's ID to that table. If not, we made 
inferences using cells that satisfied the following rules. The input 
sentence was the text of the mark tag and the text of the table cell, 
encoded and concatenated. This input text was used to perform a 
binary classification, and cells with a result of 1 were linked as 
Name.  

・ Cell is not located in row 4 or more and column 4 or more. 
(Figure 4) 

・ Cells that are not just symbols or monetary expressions. 
 

As with inference, the training was done with a combination of 
the mark tag and a cell that is a candidate for the Name in the 
same ix:nonnumeric tag. In addition, we tried two other methods 
of combining mark tags and cells. 
Method 1. How to combine with a table that exists within the 

same ix:nonnumeric tag as the mark tag (Figure 5). 
Method 2. How to combine a mark tag with a table that exists in 

the same company and in the same section (Figure 6). 

 
1 https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking 

Method 3. How to combine mark tags and tables that exist in the 
same section of all companies (Figure 7). 

Each method extracted a candidate cell for Name from the table 
and created an input sentence with all combinations of the text of 
that cell and the text of the mark tag. 

The model was trained as a binary classification of 1 if the text 
in the mark tag is related to the cell in the table and 0 otherwise. 
Since sections 1, 2, 3, 4, and 5-6 each deal with the same content, 
we thought that creating a model for each section would increase 
accuracy. Therefore, we also tried to create a total of five models 
by dividing the input sentences in sections, with each 
combination. 

3.2 About Value 
Cells that are Value were attached on a rule basis. Since we 
thought that Value was dependent on the position of Name, we 
decided to attach it using the result of Name. Our reading of the 
material shows that the cells in the first row and first column of 
the table are rarely Values. Therefore, we decided to omit the cells 
in the first row and first column. 

We used two rules to tie the Value to the cell. In Rule1, the cell 
and Value were tied together by a rule that attaches all the same 
rows and columns of the cell that is the Name (Figure 8). In 
Rule2, the cell and Value are linked by the following rule based 
on the location information of the cell that is Name (Figure 9). 
・ If Name's cell has only one row, tie all cells in the same 

column as Name's cell. 
・ If Name's cell has only one column, then tie all cells in the 

same row as Name's cell. 
・ If the number of rows and columns of cells in Name are 

both greater than or equal to 2, then tie the cells that can be 
found by combining rows and columns. 

 

 
Figure 2 How to create an Input Sentence. 
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Figure 3 How to find a table. 

 
Figure 4 Scope of search for Name. 

 

 
Figure 5 Example of Method 1. 

 

 
Figure 6 Example of Method 2. 

 

 
Figure 7 Example of Method 3. 

 

 
Figure 8 How to attach Rule 1. 
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Figure 9 How to attach Rule 2. 

 

4  RESULTS 
When one model was prepared with Method 2 and Rule 2 was 
applied, the result of Total was 23.47%, which was the highest. 

Looking at the accuracy of Name for each method, 22.50% was 
obtained with one model for Method 1, and 21.15% with five 
models (Table 1). Method 2 with one model was 27.07%, and 
with five models was 24.99% (Table 2). Method 3 with one model 
was 20.47%, and with five models was 22.88% (Table 3). As can 
be seen from the results, the accuracy of Name was highest when 
one model was prepared for Method 2. 

For Value, the accuracy was higher when Rule 2 was applied. In 
addition, for each rule, the highest accuracy was obtained with 
Method 2, which has the highest Name accuracy. 
 

Table 1 Results with Method 1. 
 Name Value (Rule1) Total 

Model 1 22.50% 17.12% 19.81% 
Model 5 21.15% 16.36% 18.76% 

 
Table 2 Results with Method 2. 

 Name Value (Rule1) Total 
Model 1 27.07% 19.43% 23.25% 
Model 5 24.99% 17.81% 21.40% 

 
Table 3 Results with Method 3. 

 Name Value (Rule1) Total 
Model 1 20.47% 15.89% 18.18% 
Model 5 22.88% 16.86% 19.87% 

 
Table 4 Results of Rule 1 and Rule 2 in Method 2. 
 Name Value Total 

Rule1 27.07% 19.43% 23.25% 
Rule2 27.07% 19.88% 23.48% 

 

5  CONSIDERATIONS 
Name and Value will be considered for each. 

5.1 About Name 

Looking at the results for each method, the Name accuracy is 
highest for Method 2 with one model (Tabel 5). The highest F value 
is obtained with one model in Method 2, making this model the best 
performing one. Since Method 1 uses the tables in the same 
ix:nonnumeric tag for training, the number of training sessions in 
which the label is 0 is reduced. This is thought to have resulted in 
a high recall and low precision. Since Method 3 uses tables that 
exist in the same section for training, there are many training 
sessions in which the label is 0. This is thought to have resulted in 
a low recall and high precision. 

5.1.1 Problem 
Two problems were found in the way Name was tied together in 
this proposed method. 

The first is that since we are dealing with securities reports, there 
are many proper nouns that appear in a single company. Looking 
at the actual contents of the cells in the table, there are numerous 
proper nouns, such as the names of products and executives. 
When the percentage of correct answers is given for each section, 
the results for Section 1 show the highest accuracy (Table 6). 
Section 1 contains many words that are used by all companies, 
such as 利益(profit)" and "資産(assets)," and fewer occurrences 
of proper nouns than in the other sections. This is the reason why 
the percentage of correct answers in Section 1 was relatively 
higher than in the other sections. Conversely, the appearance of 
proper nouns in Section 2 and later sections is more frequent, 
making it more difficult to find cells in the related tables. 
 Second, the accuracy of Name was limited. In the proposed 
method, candidate cells for Name were searched from tables in the 
same ix:nonnumeric tag as the mark tag. However, in reality, there 
are cells that are candidates for the name in tables outside the 
ix:nonnumeric tag. When the gold data was extracted from the 
tables inside the ix:nonnumeric tag, it was found that only 65.78% 
of the cells were connected at best. 

5.1.2 Solution 
The first solution is to replace proper nouns with different ones. 
By converting a person's name to "人名(person's name)," a 
company's name to "会社名(company name)," and so on, we 
would treat common proper nouns as the same thing. By doing so, 
we thought we could reduce the myriad of proper nouns and make 
them easier to deal with. 

A second solution would be to search for cells that are candidates 
for Name across all tables in the same company and in the same 
section. In fact, when Name was applied to all tables in the same 
section, the result was 29.95% for Name. However, the result for 
precision is 31.73%, which is significantly lower than the 44.71% 
for precision when the range of tables searched is narrowed down 
with the ix:nonnumeric tag. Also, applying Rule 2 and tying Value 
to the mark tag resulted in a Value of 18.57% and a Total of 24.26%. 
From this, it can be seen that the results for Name and Total are 
higher when all tables in the same company and in the same section 
are targeted. 

However, the precision and Value results for Name are lower. 
Therefore, if the number of tables in the same section increases in 
the future, it is possible that cells from unrelated tables will be 
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linked, and the results of Name and Value will drop. This result 
indicates that there are related tables outside the ix:nonnumeric tag. 
Therefore, it is thought that by narrowing down the tables to look 
for using a different method than the ix:nonnumeric tag, it is 
possible to handle an increase in the number of tables in the same 
section and improve accuracy. 

5.2 About Value 
The differences between Rule 1 and Rule 2 were compared using 
Method 2, which was the most accurate. The results were 19.43% 
for Rule 1 and 19.88% for Rule 2. The result was slightly higher 
for Rule 2. When the percentage of correct answers for Name was 
set high, the results were 50.15% for Rule 1 and 50.42% for Rule 
2. When the correct answer rate for Name was set at 65.78%, 
which is the limit value, the results were 35.37% for Rule 1 and 
38.80% for Rule 2. 

As can be seen from the results, Rule 2 results in a slightly 
higher Value result. However, there is no dramatic difference 
between Rule 1 and Rule 2. The reason for this result is thought to 
be that Rule 2 was based on Rule 1, with only minor rules added, 
so it is difficult to see clear differences. Both Rule 1 and Rule 2 
use the position of Name. Since the cells to be looked at are based 
on the same cell, it is thought that there is not much difference in 
the results. 

 
Table 5 Results of Name's analysis for each method. 

 Name recall precision 
Method 1 (Model 1) 22.50% 48.68% 26.49% 
Method 1 (Model 5) 21.15% 44.10% 25.92% 
Method 2 (Model 1) 27.07% 39.17% 44.71% 
Method 2 (Model 5) 24.99% 40.28% 37.24% 
Method 3 (Model 1) 20.47% 28.11% 48.17% 
Method 3 (Model 5) 22.88% 33.93% 41.41% 

 
Table 6 Results of each section in Method 2. 

 Name recall precision 
Section1 47.52% 62.99% 65.79% 
Section2 40.93% 57.71% 55.34% 
Section3 38.45% 53.50% 51.11% 
Section4 34.90% 48.19% 51.93% 

Section5-6 27.07% 39.17% 44.71% 
 

Table 7 Result when <ix:nonnumeric> tag is not used. 

 Name Name 
recall 

Name 
precision Value Total 

Result 29.95% 58.88% 31.73% 18.57% 24.56% 
 

6  CONCLUSIONS 
To solve TTRE task, we proposed a method for each Name and 
Value. The method to link Name was considered as a binary 
classification task using <mark> tags and table cells. Three 
different training methods were used to create the classification 
model, and the best performance was achieved with an F-score of 

27.07%. Value implemented a rule-based association method 
using the results of Name. The result was an F-score of 19.88%. 
The overall score was 23.48%. One problem with Name was the 
large number of proper nouns and the limiting value. This 
problem can be solved by replacing proper nouns with other 
words and by expanding the range of the search table. 
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