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Introduction

• How to ensure exposure fairness without hurting the quality of 
search result relevance has become an important challenge for 
search engines.

• We participate in the NTCIR-17 FairWeb-1 task and explore the 
impact of various methods on both relevance and fairness.



Our Methods

Rn 1: Sparse Retrieval



Our Methods

Run 1: Sparse Retrieval

• Document
• Extract the main text from HTML text 

with bs4 package

• Query

• 3 topics: researchers (R topics), movies 
(M topics), Youtube contents (Y topics),

• 2 sections: Query and Description

• Construct 3 types of  queries: Q-queries, 
D-queries and QD-queries based on the 
two sections

Data Process
• Sparse Retrieval

• BM25 & QLD 

• w/ & w/o RM3 pseudo relevance 
feedback

• Q/D/QD-queries

• A total of 12 ranking lists

• Fusion

• Reciprocal Rank Fusion (RRF)

• Only integrate 8 results of D/QD-queries

Document Retrieval



Our Methods

Run 2: LightGBM

• Models

• MonoBERT (castorini/ monobert-large-
msmarco)

• MonoT5 (castorini/monot5-3b-msmarco-
10k)

• Rerank all retrieved documents of the three 
types of queries (Q/D/QD) in Run 1

• 6 features

Reranking
• Features Selection

• 12 sparse retrieval scores

• 6 neural reranker scores

• Model: LightGBM

• lightweight, efficient, easy to use

• Training Data

• NTCIR WWW2-3

Learning-to-rank



Our Methods

Run 3: Query Augmentation

Query Augmentation 

and Ranking: 



Our Methods

Run 3: Query Augmentation

Fusion:



Our Methods

Run 4 & 5: PM2 & xQuAD

• Based on the proportion of the relevant entities 
appear in the document 

• M topics and Y topics
• Named Entity Extraction: person, 

organization and location names

• Web Crawler

• R topics
• Gender: proportion of gender-related 

terms (such as he/she/his/her/him……)

• H-index: There's nothing we can do about 
it ……

Estimate Attribute Scores
• The target fairness distribution of an attribute 

can be regarded as the distribution of subtopic 
importance in search result diversification 
algorithms

• Algorithms

• PM2 (relevance score is based on neural reranker

scores)

• xQuAD (relevance score is based on provided 
baseline retrieval scores)

Search Result Diversification



Experimental Results 

• Relevance Metrics



Experimental Results 

• Fairness Metrics over R topics



Experimental Results 

• Fairness Metrics over M topics



Experimental Results 

• Fairness Metrics over Y topics



Discussion

• Good relevance ranking method also performs well in fairness

• Search results with higher relevance contain more relevant entities

• The attributes of related entities should exhibit randomness without 

extra factors like popularity and personalization in real search engines

• Therefore, we can achieve a win-win situation for both relevance 

and fairness to some extent



Conclusion

• We participate in the NTCIR-17 FairWeb-1 task and submit 5 runs 

with various methods.

• We achieve first place in all metrics.

• Our results indicate that relevance and fairness are not in opposition 

to some degree and it is possible to achieve their joint optimization.



Thanks!

Q&A
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