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ABSTRACT
In recent years, the practice of continuously recording and col-
lecting information about several aspects of individuals’ lives has
gained increased popularity. This practice, known as lifelogging,
serves multiple purposes, including personal health monitoring and
enhancement as well as recording day-to-day activities in hopes
of preserving some memories. An essential aspect of this practice
lies in the gathering and analysis of image data, offering valuable
insights into an individual’s lifestyle, dietary patterns, and physical
activities. The NTCIR Lifelog Challenge presents a unique opportu-
nity to delve into the latest advancements in lifelogging research,
particularly in the field of image retrieval and analysis. Researchers
are encouraged to present their methodologies and participate in
lifelog retrieval challenges. Consequently, these challenges allow
research teams to assess the efficiency and accuracy of their devel-
oped systems using a multimodal dataset derived from an active
lifelogger’s 18 months of continuous lifelogging data. This paper
presents the current version of MEMORIA, a computational tool
that provides an intuitive user interface with several options that
allow the user to upload images, explore the segmented events,
and perform image retrieval, namely images for the NTCIR Lifelog
event. This version of MEMORIA incorporates natural language
search capabilities for information retrieval, offering options to
filter results based on keywords and time periods. The system inte-
grates image analysis algorithms to process visual lifelogs. These
algorithms range from pre-processing algorithms to feature extrac-
tion methods, to enrich the annotation of the lifelogs. The paper
also includes experimental results of the image annotation methods
used in MEMORIA, as well as some examples of user interaction.
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TEAM NAME
MEMORIA - A Memory Enhancement and MOment RetrIeval Ap-
plication

SUBTASKS
Lifelog Semantic Access SubTask - LSAT

1 INTRODUCTION
The rapid advancements in technology in recent years have given
rise to the use of devices, such as smartphones, smartwatches, and
other wearable technologies. These devices enable the gathering
of data about our daily activities and behaviors. This data acquisi-
tion process, often called lifelogging, can be carried out actively or
passively, resulting in the accumulation of digital records known
as lifelogs [14]. These records can be used in several ways to gain
insights into an individual’s health, memories, behaviors, and daily
routines. However, developing a system capable of efficiently han-
dling these data can be very challenging due to the high amount
of data, coupled with the diversity of devices used to acquire data,
that make these records highly heterogeneous. Additionally, the
data can take various forms, including images, audio, coordinates,
biometric data, and even documents.

The effective use of these records requires efficient organization,
processing, and data retrieval, a challenging and demanding task
given its multimodal nature. Usually, responsibility for these tasks
falls into a lifelogging system, which extracts valuable insights from
each record to facilitate the search and retrieval of specific events
within the digital memory archive of the lifelogger.

The management and retrieval of accumulated lifelogs pose a
multifaceted challenge that has gained increased attention in re-
cent years. To encourage research to challenge and establish bench-
marks for assessing developed systems, various events have been
introducing lifelogging retrieval tasks. Among these, the NTCIR
workshop proposes a lifelog retrieval task [24] that aims to advance
state-of-the-art research in lifelogging as an information retrieval
application. The NTCIR workshop proposes the Lifelog Semantic
Access Task (LSAT) is a known-item search task where participants
have to retrieve several specific moments in a lifelogger’s life. These
moments are defined as semantic events or activities that happen
throughout the day. Using the dataset provided by the organizers,
each team will compete against each other to demonstrate which
lifelogging system has the best speed and accuracy and be crown
the winner.

In this paper, we present the MEMORIA (Memory Enhancement
and MOment RetrIeval Application) for the participation in the
LSAT task of NTCIR-17 lifelog [24]. The MEMORIA system is a
computational web-based tool providing an intuitive user inter-
face with several options that allow the user to upload, explore,
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and visualize lifelogs, and perform image retrieval, among other
functionalities [13].

Following this introduction, Section 2 provides an overview of
related work that fostered research in lifelogging. Section 3 presents
the MEMORIA system overview, including the technologies that it
employs to extract annotations and captions from images. Section 4
presents and discusses some of the system’s results. Finally, in
Section 5, a conclusion and ongoing work are detailed and explored.

2 RELATEDWORK
In recent years, numerous lifelog applications have emerged in
academic literature. Many of them actively engage in competitions
designed to evaluate the latest advancements in the field of lifelog
retrieval. Among these competitions, the Lifelog Search Challenge
(LSC) stands out as being an annual competition that is dedicated to
promoting research in personal lifelog retrieval. Each participating
team, similarly to the NTCIR lifelog task [24] competes against
each other in lifelog retrieval tasks. In LSC23’s event [6], several
systems were presented.

Memento 3.0 [1] employs image-text embeddings derived from
two distinct CLIP[12] models to create a ranking mechanism that
aims to merge the similarity scores between an image and the query
by aggregating the ratings produced by multiple models’ output.

Voxento 4.0 [2] offers a voice-based retrieval mechanism, which
enhances the accessibility of lifelog retrieval. It incorporates data
preprocessing and cleaning techniques for the dataset and leverages
the CLIP model to extract image features. The system also provides
the option of using a text-based search to complement the voice-
based method. By using textual information found in images the
system can also detect the environment of the image.

LifeXplore [15] offers a system that relies on the extraction of
visual concepts from images. It uses a CLIP [12] model to gen-
erate text embeddings and image similarity, CRAFT [4] for text
recognition within images, YOLOv7 [20] to detect objects, and an
EfficientNet B2 to generate semantic concepts. All these technolo-
gies work together to generate tags that help in the retrieval process
of images.

MemoriEase [19] combines concept-based and embedding-based
retrieval approaches. The system uses BLIP [7] for its embedding-
based retrieval method, which aims to minimize the semantic gap
between images and text queries. In addition, the concept-based
retrieval approach utilizes full-text search within Elasticsearch to
retrieve images that share visual concepts similar to the keywords
in the query.

MyEachtra [16], an improved system prom MyScéal [17], shifts
the focus from images to events as retrieval units. These events are
defined by the utilization of location metadata, as well as visual and
temporal disparities between consecutive images. Given a query,
the system shows the top 3 events that proved to be the most
relevant to the text query. This system uses CLIP-H/14 to generate
the image embeddings as well as an additional source of location
metadata, VAISL [18] to help in the event segregation.

These systems provide valuable insights into useful technolo-
gies on lifelog retrieval systems while highlighting the prevailing
trends and challenges in this field. Each system presents different

approaches that provide insightful views on how to tackle this
complex problem.

3 MEMORIA OVERVIEW
Figure 1 shows a general representation of the latest MEMORIA
system version developed. It was designed and developed as a web
application capable of storing, organizing, analyzing, visualizing,
and retrieving personal lifelog data, allowing users to create indi-
vidual accounts in order to preserve their privacy. The architecture
and structure of MEMORIA have been improved over time and
were designed with distinct modules to optimize the lifelogging
experience. Each module serves a unique function, contributing to
the effective management of lifelog data; these modules include
storage, organization, annotation, retrieval, and visualization. The
MEMORIA system also incorporates other functionalities to visu-
alize and analyze lifelogs, providing users with intuitive tools to
interact with their lifelog data. These features enhance the users’
ability to understand and interpret their lifelog content.

Figure 1: General representation of the MEMORIA lifelog-
ging system.

3.1 Semantic Location Annotation
As the dataset used for the NTCIR-17 Lifelog-5 Task [24] is the same
as the one used in the LSC’23 challenge [6], it incorporates essential
metadata such as time, and GPS coordinates, among others. MEMO-
RIA can filter and cluster GPS coordinates daily as exemplified in
Figure 2. These location clusters are formed using the HDBSCAN
clustering algorithm [9], and subsequently, a geocoding reverse API
is used to convert the clustered locations to addresses that enrich
annotations.

Figure 2: Example of clusters annotated by MEMORIA.
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Table 1: Different annotation algorithms integrated into
MEMORIA.

Computer Vision Task Extracted Annotations
Object Detection Classes and location of objects

Object Understanding Descriptive sentences and location
of objects

Optical Character Recognition Recognition of optical characters

Scene Understanding
Categorization of the setting where
the scene takes place, as well as its
attributes

Automatic Caption Generation Natural language description of
the contents of the image

MEMORIA leverages a deep learning model trained on the Ge-
olife GPS Trajectory dataset [22] to discern five distinct modes
of transportation: walking, biking, driving, bus, and train. Fur-
thermore, MEMORIA uses a temporal synchronization mechanism
to annotate location and transport mode information within the
dataset images to associate the GPS metadata with the images. This
system allows searching for images based on transportation mode
and location which is essential for the Lifelog Semantic Access
SubTask - LSAT.

3.2 Image Annotation
Automatic image annotation refers to the automated task of assign-
ing labels and additional information to digital images. Its primary
objective is to allow for images to be retrieved similarly to how we
search for text. Nonetheless, achieving this goal requires the extrac-
tion of meaningful information from a collection of lifelog images
which can help to close the gap between images and text-based
queries. This can be a difficult task as an image contains various
types of information that can be harnessed to create semantic mean-
ing.

To achieve this goal, MEMORIA offers several types of image
annotation, as seen in Table 1 and Figure 3: Object detection, Object
Understanding, Optical Character Recognition, Scene Recognition,
and Caption generation.

3.2.1 Object Detection and Understanding. The object detection
task focuses on identifying specific objects within images or videos.
Typically, when searching for an image, it is common to search for
a specific object, making it crucial to associate each image with
the objects it contains. The current version of MEMORIA uses the
YOLOv7[20] object detection model which offers fast and accu-
rate object detection and returns single-word labels for recognized
objects.

Similarly to the previous task, object understanding is centered
around identifying objects within the lifelogs. However, unlike the
previous task, this one is responsible for generating short textual
descriptions of objects. If, for example, an object detection model
such as YOLOv7 detects "chair" and "person", the object understand-
ing model detects "person sitting on a chair". However, while object
understanding models provide more comprehensive information,
they sometimes can miss some relevant objects. Furthermore, they
are slower and less efficient than the object detection models, which
makes the use of object detection models still needed especially for

more real-time applications. The model used for object understand-
ing is GRiT[21], a powerful tool for generating detailed descriptions
in free-form text about objects. What sets this model apart from
the rest is its ability to be trained with a wide range of free-form
text styles, such as class names and descriptive sentences that en-
compass object quantities, attributes, and actions. Its versatility and
remarkable accuracy make it a great solution for the generation of
annotations.

MEMORIA combines GRiT and YOLOv7 annotations and uses an
algorithm based on overlapping areas to reduce redundancy while
prioritizing GRiT annotations. The remaining annotations are used
by MEMORIA. This process of redundancy reduction can be seen
in Figure 4.

3.2.2 Optical Character Recognition. Optical character recognition
(OCR) is another important tool in generating image annotations.
In our daily lives, we often encounter objects with text written on
them like labels, signs, etc. As such, it is understandably common
that many images will include text. Extracting this text for the
image annotations would be extremely useful in the image search
as it can provide contextual clues about the scene, location, time, or
actions depicted. CRAFT [4] and a text recognition model [3] were
used to extract text from an image. CRAFT is a model that extracts
portions of the image that have text and the text recognition model
takes the cropped images and infers the characters that are written
in it.

One of the main strengths of CRAFT is its ability to accurately
detect and locate curved or deformed regions of text in images. This
capability is critical as, often times, text in the lifelog images has
blurred, small, or deformed text that could be useful to create some
image annotations.

3.2.3 Scene Recognition. Scene recognition plays an important
part when retrieving moments and is a very challenging problem
as an image can present various objects and layouts which can lead
to ambiguity when trying to classify the image. MEMORIA uses
a pre-trained model provided by Zhou et al. [23] trained on the
Places365-Standard dataset for this task which identifies scenes
such as “restaurant” and “enclosed area”.

3.2.4 Caption generation. To further enrich the image annotations,
MEMORIA uses ClipCap [11], a model that generates unique cap-
tions for each image. It uses the multimodal embedded model, VIT-
B/32 CLIP [12], trained with the COCO [8] dataset, to generate
image embeddings that are then used to generate a caption for the
given image. The annotations from ClipCap differ from those of the
other models because it does not generate annotations for objects
but rather for the image as a whole, such as “A man sitting at a
table with a coffee mug in front of him”.

3.3 Segmentation of events
Human beings can remember moments of their lives as episodes
or events and doing this allows us to recall life experiences in the
form of these moments. An event can be described as a period of
time delimited by a starting and finishing point. Usually, lifelog
data is captured passively and continuously, and organizing this
data into temporal segments each with its different events is com-
monly referred to as event segmentation [5, 13]. MEMORIA uses
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Figure 3: Some examples of image annotations in MEMORIA.

Figure 4: In a), the original annotations obtained by the al-
gorithms integrated into MEMORIA. In b), the impact of
reducing redundancy between object detections generated
by YOLOv7 (blue) and GRiT (green).

an event segmentation method based on hierarchical events to seg-
ment lifelog images into distinct events. The hierarchical method
has 5 main layers:

• Days: This layer segments events based on daily life; a day
is considered to begin when a person wakes up and ends
when the person goes to sleep.

• Parts of the Day: Events are then segmented into multi-
ple parts of the day which include morning, afternoon, and
evening and their sub-categories (early and late).

• Locations: In this layer, events are segmented into loca-
tions and trajectories, with a trajectory being the data in the
gap between one location and the next one. Locations are
provided via the clustering method previously described in
subsection 3.1

• Environment: In this layer events are segmented based on
scene recognition described in 3.2.3. While in a location, a
person may be indoors but then step outdoors; this layer is
used to separate those 2 events.

• Images Similarity: This is the last main layer and segments
events by sequential image similarity

In addition to the five main layers, it has two sub-layers, one
between the Days and Parts of the Day layers, and the other is
incorporated into every other layer. The first one applies Blind
Image Quality Assessment (BIQA) to filter out low-quality images
as they are not useful; the second sub-layer is used to fine-tune
the boundaries of events in each layer. Figure 5 presents a diagram
showcasing all layers of the event segmentation method.

3.4 Search Engine
MEMORIA can receive queries in the form of free text or with
categorization filters. Free text search allows for a more flexible
way of querying and exploring lifelog data. When querying using
free text, the query is broken down into tokens and temporal key-
words. Tokens can be objects, events, activities, locations, etc, and
temporal keywords are words such as “after” and “before”. Tokens
are then expanded using word expansion with the word2vec [10]
technique, which is followed by the formation of the database query.
MEMORIA uses a PostgreSQL database with multiple relationships
between tables to store user data and processed data.
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Figure 5: Representation of the hierarchical event segmenta-
tion algorithm.

4 RESULTS
By combining all the annotations generated by all the differentmeth-
ods, namely object detection, object understanding, OCR, scene
understanding, and caption generation models, MEMORIA can, for
each image, generate vast and rich amounts of annotations. Then,
using the search engine, the user can search for specific moments
using either free-text search or by using the filters.

This section will showcase results on the image annotation sys-
tem of MEMORIA and provide an example of user interaction.

4.1 Image Annotation Results
This subsection will present results on the image annotation system
of MEMORIA, with some insights into the lifelogger who captured
the LSC dataset[6].

MEMORIA has processed the entire 18-month LSC dataset and
annotated all images. Table 2 shows the annotations of each part
of MEMORIA for the image in Figure 4. These annotations are
then divided into categories so the user can use the filters when
performing a query. The categories are:

• Places: Populated with the results from the Categories an-
notations of the Scene Understanding Model;

• Objects: This category is populated with the annotations
from YOLOv7 and GRiT;

• Attributes: The results from the Attributes annotations of
the Scene Understanding Model;

• OCR: This category contains all the text detected by CRAFT.
The LSC dataset has more than seven hundred thousand images,

and MEMORIA extracted more than 15 million annotations. These
are enough to get some insights into the lifelogger’s life, an asso-
ciate professor at Dublin City University’s School of Computing

Table 2: Annotations extracted from a lifelog

Model Annotations

YOLOv7 "cup": 0.78, "chair": 0.62, "chair": 0.61,
"dining table": 0.52, "person": 0.32

GRiT

"black pot on hook": 0.72, "man sitting on chair": 0.67,
"orange sign on wall": 0.73, "white coffee mug": 0.77,
"chair is color blue": 0.61, "blue chair in front of
desk": 0.62, "light brown round table", 0.64, "man has
bald head": 0.59, "white plate on table": 0.59, "white
coffee cup": 0.60

CRAFT "costa": 0.68, "crafted": 0.58,
"asted": 0.83, "by": 0.96, "costa": 0.91

ResNet 18

Attributes: {"cloth", "congregate", "enclosed area",
"indoor lighting ", "man-made", "no horizon",
"socialize", "work"}
Categories: "categories": {"classroom": 0.043,
"coffee shop": 0.33, "food court": 0.05, "restaurant":
0.08, "sushi bar": 0.05}

ClipCap
"A man sitting at a table with a coffee cup in front
of him.", "This is a picture of a man sitting at a
table in a coffee shop and drinking a cup of coffee."

in Ireland, or “DCU”. Figures 6 and 7 are word clouds made of the
annotations of YOLOv7 and GRiT, respectively.

Figure 6: Word cloud of YOLOv7 annotations extracted from
the LSC dataset.

Figure 7: Word cloud of GRiT annotations extracted from the
LSC dataset.

We can see from the word cloud of YOLOv7 that the most com-
mon annotations are objects that are very common in our everyday
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lives, such as “tv” or “bottle”, however, we can also find annotations
that can represent someone that works in an office like “laptop”
and “keyboard”.

From the GriT annotations, we can also get annotations repre-
senting an office like “white computer keyboard” and “computer
monitor”. However, the GriT annotations are especially useful for
describing spatial relationships, like “framed picture onwall”, which
add an extra layer of detail to the overall annotations.

Figure 8 shows the most common annotations from CRAFT,
which is the OCR model used in MEMORIA.

Figure 8: Word cloud of OCR annotations extracted from the
LSC dataset.

The annotations extracted from CRAFT allow us to infer that
one common word is “costa”, which actually refers to the sign
on Figure 4 which appears in a coffee shop that the lifelogger
frequents. The word “a320” is also very common and refers to
the airplane model Airbus A320, which if queried, we can verify
that the lifelogger traveled multiple times on that aircraft model.

The final word cloud, shown in Figure 9 shows the annotations
from the Scene Understanding model, trained on the Places365
dataset.

Figure 9:Word cloud of Places365 annotations extracted from
the LSC dataset.

Based on these annotations, we can have an insight into the ac-
tivities of the lifelogger. Annotations like “computer room”, “office”
and “server room” are closely related to the lifelogger’s profession
as an Associate Professor at DCU. These annotations, generated
by the scene understanding model, are important because when
users query MEMORIA, they usually search for images captured

in specific environments, such as their office or home. Therefore,
these annotations play a crucial role in enhancing the overall per-
formance of MEMORIA.

4.2 Interaction Example
This subsection will present an interaction example using the fol-
lowing LSAT topic of the NTCIR17-Lifelog:

id: 17005
type: adhoc
uid: u1
title: Car stopping
description: Find examples of when I’m in the car stopping

at a red traffic light.
narrative: To be relevant, these images should accurately de-

pict the familiar scene of a stationary car awaiting the green
light, capturing the essence of these routine pauses during
my travels.

The keywords were extracted from the topic and introduced
into MEMORIA. Specifically, the keywords used for searching were
“red traffic light” and “car”. Once the search button is activated, the
resulting images are shown to the user. Figure 10 shows this part
of the process.

Figure 10: The retrieval user interface with the resulting
images of a query.

In the search results, the user has the option to select either a
single image or multiple images selecting the image that can be
relevant to this topic. Figure 11 presents an example of the process
of selecting multiple images of interest. In addition, images can be
individually zoomed in by the user, as shown in figure 12.

The user can also retrieve images from 1 hour before or after a
specific image. Figure 13 shows the images that happened 1 hour
after the selected image. In this instance, after stopping at the red
traffic light, the lifelogger proceeded to go shopping.

5 CONCLUSION
In this paper, we presented a lifelog retrieval system, denoted
MEMORIA (Memory Enhancement and MOment RetrIeval Ap-
plication), with the intent to participate in the NTCIR lifelog-5
event. The main goal of MEMORIA’s participation in this event
is to evaluate the system’s performance and accuracy, with the
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Figure 11: Example of selection of multiple images from the
results.

Figure 12: Zoom in on a selected image

Figure 13: Images temporally acquired by the lifeloger after
the selected image.

aim of gaining some insights into aspects on which the system can
improve. This, in turn, will serve to advance the research on lifelog
retrieval systems.

As future work, it would be interesting to investigate whether
computer vision models trained on lifelog image datasets could
yield more robust annotations. Furthermore, bridging the gap be-
tween queries submitted to a lifelogging system and the correspond-
ing annotations could be achieved through research focused on

understanding how humans search for their memories and how
annotations can follow that structure.

The layers of the hierarchical segmentation approach can be
extended into a different structure based on new and more fine-
grained annotations. Additionally, the exploration of natural lan-
guage processing techniques to generate descriptive textual repre-
sentations of events within a sequence of images can be performed.
This enhancement will enable lifelogging systems to query events
based on textual descriptions, further improving retrieval capa-
bilities. Moreover, using keywords like ”after” or ”before” will be
processed autonomously by the system since the events are now
tied to a chronological order.

Furthermore, the system is not taking full advantage of the event
segmentation in the process of selecting the images to submit to the
competition’s server. Work is in progress to devise a more efficient
way to select the events to be submitted.
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