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Introduction

2Figure 1: Examples of tables included in the Annual Securities Report

Tables in securities reports have a complex structure 
created by merged cells in the tables, etc.



Methods Pretrained model

• Hierarchical information contained in the table is represented by 
a tree-based structure called a bi-dimensional coordinate tree
• State-of-the-art results were achieved on five datasets

TUTA [1]

3[1] Zhiruo Wang, Haoyu Dong, Ran Jia, Jia Li, Zhiyi Fu, Shi Han, and Dongmei Zhang. 2021. TUTA: Tree-based Transformers for Generally Structured Table Pre-training.

When there is a hierarchical structure in a table,
the size of the merged cells decreases gradually
from the top (or leftmost) to the bottom (or rightmost)
of the table.

TUTA’s assumption



Methods Conventional method
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Figure 2: default vertical tree

Large merged cells that appear
in the middle of a table are not assigned 

coordinates.



Methods Overview of the processing

5Figure 3: Overview of the processing of the proposed method in the UFO task

TDE subtask

TTRE subtask



Methods Table feature
Cell Feature e.g.
Cell text • Cell text
Cell position • Row / column indexes

• Tree-based coordinates
Merged region • The number of merged rows

• The number of merged columns
Data type • If cell string matches a date template

• If formula exists in the cell
Cell format • If the bold font is applied

• If the background color is white
• If the font color is black

Cell border • If cell has a top border
• If cell has a bottom border
• If cell has a left border
• If cell has a right border 6

Table 1: Feature set of table cells



Methods Proposed method
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Figure 4: exhaustive vertical tree



Methods Proposed method
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Figure 4: exhaustive vertical tree

More cells to be assigned coordinates.



Methods Definition of terms

Tree Type Description

default tree Bi-dimensional coordinate tree determined 
by TUTA

default vertical tree vertical (column) tree

default horizontal tree horizontal (row) tree

exhaustive tree Bi-dimensional coordinate tree determined 
by the proposed method

exhaustive vertical tree vertical (column) tree

exhaustive horizontal tree horizontal (row) tree
9

Table 2: Description of tree type



Experiments Method to be evaluated
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• Method that does not consider the tree structure of the table

TUTA no tree

• Conventional method

TUTA default tree

• Proposed method

TUTA exhaustive 



Methods Method to be evaluated

11Figure 3: Overview of the processing of the proposed method in the UFO task

We also tested a method
that does not consider cell classes.



Methods Method to be evaluated

12Figure 3: Overview of the processing of the proposed method in the UFO task

sentence-luke

sentence-bert

deberta-v2

multilingual-e5

mdeberta-v3

Japanese model

Multilingual model



Experiments Results of TDE subtask

ID Method Precision Recall Macro-F1

81 TUTA no tree 0.7940 0.8216 0.8058

140 TUTA default tree 0.8815 0.8267 0.8496

150 TUTA exhaustive tree 0.8533 0.8196 0.8352

Table 3: Scores of TDE subtask in formal run and late submission
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Experiments Results of TTRE subtask

ID Method
Name Value Total

Precision Recall F1 Precision Recall F1 F1

122 multilingual-e5 0.3556 0.4574 0.3221 0.0857 0.5069 0.1186 0.2204

127 multilingual-e5 + TUTA no tree 0.3556 0.4574 0.3221 0.2682 0.5062 0.2719 0.2970

146 multilingual-e5 + TUTA default tree 0.3556 0.4574 0.3221 0.2658 0.5062 0.2704 0.2962

156 multilingual-e5 + TUTA exhaustive tree 0.3556 0.4574 0.3221 0.2646 0.5065 0.2659 0.2940

Table 4: Scores of TTRE subtask in formal run and late submission
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Discussion Assumption
•Why did the TUTA no tree show the best 
performance in the TTRE subtask?
• Table features were input into the TUTA model, and each cell 
was classified into one of four classes: Metadata, Header, 
Attribute, and Data.
• Next, cells that belonged to the same row or column as the cell 
whose name was presumed to be Name were extracted, and 
cells that were classified into the Data class were designated as 
Value.

15



Discussion Hypothesis
•Why did the TUTA no tree show the best 
performance in the TTRE subtask?

16

We expected that the performance of the model for 
classifying Data classes in the TDE subtask would 
have a significant impact on the TTRE subtask.



Discussion Evidence

ID Method header attribute data metadata macro-F1

81 TUTA no tree 0.8729 0.9935 0.8970 0.4600 0.8058

140 TUTA default tree 0.8604 0.9900 0.8911 0.6579 0.8496

151 TUTA exhaustive tree 0.8638 0.9917 0.8926 0.5055 0.8134

Table 5: Scores of experiments with TDE dataset

17

It is important to improve the performance 
of the model for classifying Data classes



Discussion Results of TTRE subtask

ID Method
Name Value Total

Precision Recall F1 Precision Recall F1 F1

122 multilingual-e5 0.3556 0.4574 0.3221 0.0857 0.5069 0.1186 0.2204

127 multilingual-e5 + TUTA no tree 0.3556 0.4574 0.3221 0.2682 0.5062 0.2719 0.2970

146 multilingual-e5 + TUTA default tree 0.3556 0.4574 0.3221 0.2658 0.5062 0.2704 0.2962

156 multilingual-e5 + TUTA exhaustive tree 0.3556 0.4574 0.3221 0.2646 0.5065 0.2659 0.2940

Table 4: Scores of TTRE subtask in formal run and late submission
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Discussion
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• Comparing Value between the method using TUTA and the 
method without TUTA, there was no significant difference in 
recall and a significant difference in precision.

This indicates that it is very effective to determine 
the cell type and exclude cells other than those 

of the Data class when determining Value.



Discussion Results of TTRE subtask

ID Method
Name Value Total

Precision Recall F1 Precision Recall F1 F1

122 multilingual-e5 0.3556 0.4574 0.3221 0.0857 0.5069 0.1186 0.2204

127 multilingual-e5 + TUTA no tree 0.3556 0.4574 0.3221 0.2682 0.5062 0.2719 0.2970

146 multilingual-e5 + TUTA default tree 0.3556 0.4574 0.3221 0.2658 0.5062 0.2704 0.2962

156 multilingual-e5 + TUTA exhaustive tree 0.3556 0.4574 0.3221 0.2646 0.5065 0.2659 0.2940

Table 4: Scores of TTRE subtask in formal run and late submission
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Discussion
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• In all methods, recall was higher than precision.

This may be due to the fact that Name is 
determined only by the similarity between a given 
phrase and cell values, resulting in the acquisition 
of tables that are different from those that should 

actually be referenced.



Additional Experiments

Method metadata notes data attributes header derived macro-F1

TUTA no tree 0.8574 0.4825 0.9937 0.8114 0.8701 0.8092 0.8041

TUTA default tree 0.8585 0.4419 0.9930 0.8382 0.8547 0.7391 0.7876

TUTA exhaustive tree 0.8671 0.5589 0.9931 0.8045 0.8638 0.7491 0.8061

TUTA raw tree 0.8516 0.4271 0.9911 0.7888 0.8070 0.7767 0.7737

Table 6: Scores of experiments with DeEx dataset
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Discussion Hypothesis
•Why did the proposed method perform poorly 
when validated on the TDE dataset?

23

We considered this to be due to the different 
characteristics of the tabular data contained 

in the TDE and DeEx datasets.



Discussion Evidence

TDE dataset DeEx dataset

mean std mean std

default vertical tree 0.3658 1.0948 0.4444 2.2411

default horizontal tree 0.2162 0.6906 0.1995 1.0503

exhaustive vertical tree 0.3919 0.8152 0.5079 1.0413

exhaustive horizontal tree 0.2255 0.6488 0.1814 0.6380

24
1.1994 1.3332

Table 7: Depth of the tree structure representation of the tabular data



Discussion
•Why did the proposed method perform poorly 
when validated on the TDE dataset?
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We concluded that the method of representing 
tables in a tree structure works well when the tables 

have a complex structure.



Conclusion
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• The method of representing a table as a tree structure is most 
active when the table has a complex structure.

TDE subtask

• When searching for cells, it is effective to exclude cells that 
correspond to the Data class.
• However, it is not the overall performance of the cell type 
classification, but the performance for extracting the Data 
class that is important.

TTRE subtask



Thank for your attention.


