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ABSTRACT

This paper reports our prompt engineering approach to the FinArg-
1 task. In year 2023, we focus on task 2. Our system adopts the
GPT3.5 generation model to evaluate the argumentative relations
in social media discussion threads. We used three different prompts
guide the GPT3.5 model to evaluate the degree of support or attack,
we refer it as a quantitative approach. Our system then collected the
score to make the final decision. The official results shows
promising direction of using quantitative prompt engineering on
argumentative relation identification.
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SUBTASKS

Task2: Identifying Attack and Support Argumentative Relations in
Social Media Discussion Threads (Chinese)

1 INTRODUCTION

This paper reports our prompt engineering approach to the FinArg-
1 task [1]. In year 2023, we focus on task 2. The FinArg-1 task 2 is
a natural language processing (NLP) task that is part of the NTCIR
(Natural Language Text Computing and Intelligent Retrieval)
conference. The FinArg-1 task 2 is focused on identifying attack
and support argumentative relations in social media discussion
threads. Participants are asked to identify the argumentative
relations (attack, support, or none) between two given social media
posts. Each pair contains two posts, and labeled with support (1),
attack (2), and none (0), the relations show that the second post
support/attack the first post or no such relations. Details of the task
description is in the task overview [1].

Finding the argumentative relation is particularly useful in the
financial industry, where understanding financial arguments and
their underlying reasoning is crucial for making informed
investment decisions.

The task requires participants to develop algorithms and systems
that can automatically extract financial arguments from text data.
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Our system adopts the GPT3.5 generation model to evaluate the
argumentative relations in social media discussion threads. We
used three different prompts guide the GPT3.5 model to evaluate
the degree of support or attack, and our system collect the score to
make the final decision. We call this prompts engineering approach
with a quantitative prompt.

2 RELATED WORK

Argumentative relations identification is a field of study within
computational linguistics that seeks to identify and analyze the
structure of arguments within a text. This involves the detection and
classification of claims, premises, and other argumentative
components, as well as the relations between them. Large
language models, such as OpenAl's GPT-3.5, can be used in this
task. These models are trained on a vast amount of text data,
allowing them to learn patterns in human language. They can
identify argumentative structures in text based on the patterns
they've learned.

Traditional ways to perform the task with large language models,
including fine-tuning a pre-trained model: This involves taking a
pre-trained language model, such as BERT or RoBERTa, and fine-
tuning it on a labeled dataset of text data. The model is trained to
predict the label for each piece of text, and the model's weights are
adjusted based on the accuracy of its predictions. Fine-tune the
model on a labeled dataset of text data, where each piece of text has
been annotated with an argumentative relation label (e.g. attack,
support, or none). The model then learns to predict the sentiment
label for a given piece of text by analyzing the language and context
in which the text is used.

Since 2020, prompt engineering is a popular method of designing
effective prompts that can guide the GPT model to perform various
natural language processing (NLP) tasks [2]. One such task is
relation classification, which aims to identify the semantic relation
between two texts from a predefined set of relations. By using
prompt engineering, we can leverage the general knowledge and
language skills of the GPT model to do the NLP task of relation
classification without requiring any fine-tuning or additional data.

In-context learning is a technique that leverages the information
available in the prompt to guide the generation of text by a deep
learning model [3]. It can be useful for improving the quality,
relevance and diversity of the generated text, as well as for reducing
the amount of data and computation required for training the model.
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In this article, we will introduce the concept of in-context learning,
explain how it can be applied to deep learning prompt engineering,
and provide some examples and best practices for using it in
different domains and tasks.

Zero-Shot Prompting is a novel technique in deep learning prompt
engineering that aims to generate natural language outputs without
requiring any labeled data or fine-tuning [4][5]. It leverages the pre-
trained language models and their ability to perform few-shot
learning by providing them with carefully crafted prompts that
encode the desired task and output format. Zero-Shot Prompting
can be applied to various natural language processing tasks, such
as text summarization, sentiment analysis, question answering, and
more. In this article, we will introduce the basic principles of Zero-
Shot Prompting, explain how to design effective prompts, and
showcase some examples of Zero-Shot Prompting in action.

Start Define Prompt
Template
Test Prompt
Data for Each
Pair
v
Data _ GPT 35
Preprocessing generate
response

Post-processing

Output
file

End

Figure 1: Flowchart of our Runs, each run with different
prompt
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3 Prompt Engineering Approach

This section describes our prompt engineering approach to the Task
2 problem. The general way of using prompt engineering for
relation classification contains the following steps:

1. Define the task and the relations clearly and unambiguously.

2. Choose a suitable format and style for the prompt, such as

natural language, cloze, or multiple choice.

3. Incorporate relevant keywords, cues, and examples that can

help the GPT model understand the task and the relations.

4. Test and evaluate the prompt on different inputs and outputs,

and refine it as needed.

We manually design our prompts 1 and 3 according to the zero-
shot prompting and the in-context learning approach [6]. We hope
that with the help of examples on none/attack/support the LLM
might give better classification. On the other hand, we design the
prompt 2 with our quantitative prompt engineering assumption.
The assumption is that the system can analyze the response of LLM
and find out the classification boundary by scoring each of the
response. Figure 1 shows the flowchart of our approach. We
defined three different prompt template as listed in Table 1. The
data preprocessing module generates prompt for each input pair.
The GPT 3.5 model receives the prompts and generates responses.
The post-processing module collects all the response to generate
output files for the sub-task.

3.1 The Prompts Used in Three Runs

The Prompt used in three runs are listed in Table 1. The run 1 and
run 3 can be viewed as Zero-shot approach with a prefix prompts
[71[8]. The prompts ask GPT model to generate classification
results. Therefore the post-processing is straight forward, just
collect the results generated by GPT. The run 2 named as
quantitative approach is different. In run 2 the prompt asks the GPT
model to generate a general response in text. In the post-processing
module, a rule-based program is used to give the score on the
degree of attack or support and then the system decide the
prediction. The rule used in run2 is very rudimentary. The system
count the number of “attack™ or “support” to give scores and add 5
points or subtract 5 points from a default 50 point score.

Table 1: Prompt templates used in three runs model used in
GPT3.5

run Prompt template
1 1.4m5% {ID}:

2. 3852 {sentencel } YI5EF

3.4m5% {ID}:

4.5 52— {sentence2 } Y5

5B BRI BT [ERECIRSE 550 Join 17 A&EL
LI 50 LB E TSR 2R ST T
S HERERICIR &/ B AN SRR A B /N T
TN E RS A st B B SNEE
HE={EHT » SRf=ERE 2000 255 > BEEE
LR—THNEEME ~ WREERZS > SiE%E)
JERZ A A B T2
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6. 15T SCRFIBIT + [FRPIFRIIBSIRANtEERT T 7]
TR58 ~ B R R A R SRR A R R A
el A TR LSS EE -
TISRBERIPIT ¢ 1R - PRBREY 13 T IEMESAD
RS AT (R BT L (R (AR AR 12 4
ENPL A SRt e (S i = 3 IS S g E]

TR -]
8. G IR 15 L s HI TG T S B ~ UBIE R IR
BAHY

(1. Number {ID}:

2. This is a post of {sentencel }

3. Number {ID}:

4. This is a post of {sentence2}

5. This is an unrelated example: [Is it good to allocate
550 yuan in cash and 17 shares per ticket with 50 yuan
more than last year?] If the cash is fully allocated, it is
good, Kaohsiung Bank will not dilute the equity
capital with 600 cash per sheet, but do small banks
need equity expansion to engage in certain
businesses?, foreign capital has been buying for more
than three months, and today it is high to sell more than
2,000 pieces, and then it is necessary to observe the
actions of foreign capital, if there is not much rollback,
or lateral movement, should not dare to make up?

6. This is an example of support: [Our stock deposit
plus team has strong execution, this news is full of
interesting only mention before tax is not mentioned
after tax, probably after tax is not as expected, so
deliberately not mentioned.]

7. This is an example of an attack: [Alas, it is about to
fall below 13, the correct statement is already lower
than the re-listing price after the previous capital
reduction, and it is funny to continue to fall below 12,
rotten company, rotten stock, even financial
operations, rotten miserable word, no lower limit.]

8. Based on this information, please judge whether the
post is supportive, attacking, or irrelevant:)

BT TestID} VM T~ BEFRIE DL MBS HIEr
Bk ~ R -

P51 : {postl}

5T 2 ¢ {post2}

W 1 RS AT 2 TR 1 > FBEEX
£ o

5T 2 ¢ SRR Rt 2 TG T 1 - SEEIERL
%% o

1B 3 WUERAER Rhh T 2 Blb - 1 el - B[EIE
JrERE -

(This is a post of {TestID}. Please judge whether it is
support, attack or irrelevant based on the following
situations:

Post 1: {post1}

Post 2: {post2}

Scenario 1: If you think Post 2 supports Post 1, please
reply with support.

Scenario 2: If you think Post 2 attacks Post 1, reply to
the attack.
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Scenario 3: If you think Post 2 has nothing to do with
Post 1, please reply Not related.)

L4555 {ID}:

2352 —{F {sentencel } AYMETF

3.4m5% {ID}:

4.3 57— {sentence2 } AVIfiL T

5B ERENGIT - [(EIRECRSE 550 jThn 17 Bkt
EELRL 50 TLEFEEFS R SR SE T
=R TRECIR & /N E A SRR AR/ MR T
AR ERARR 4 REfE F L

6.35 = P HIBI - ¢ [FRAM RS RSB e T )
TRE& ~ SR A Ry R R A2 ER AR 1R A
R NN THIAR DU E N 12 ~ HiE3E AR
o SRIERFEILHEEBEZEETE - B
B EESEEAEEIRT 8 % 0 1 EFFiET LAl
BALLE -2 ELEES ? - HiEsEAkK
o SRIVHEAFEIUTEERFEEE T -
TIERBERIFIT ¢ (15~ PREREY 13 TIEMEDAD
KLLACATRE R E T i E R AR 12 BEF
SET A B A S A S R L — R e
TIRERFZ2BIEEMBEAATEESE &
HEFREFEZEREPIIRE - SBMEIHRk
WIS 182 > SR EA BRI

8. EA MR IE IS L F R Bl T2 S 8% ~ BB E
BHAY -

(1. Number {ID}:

2. This is a post of {sentencel }

3. Number {ID }:

4. This is a post of {sentence2}

5. This is an unrelated example: [Is it good to allocate
550 yuan in cash and 17 shares per ticket with 50 yuan
more than last year?] It would be good if it was fully
matched with cash, Kaohsiung Bank with 600 cash per
sheet will not dilute the share capital, but do small
banks need equity expansion to engage in certain
businesses?

6. This is an example of support: [Our stock deposit
plus code team plus code is very strong, this news is
full of interesting only mention before tax did not
mention after tax is probably not as expected after tax
so deliberately not mentioned, for this dead fish stock,
today is indeed unusual to play what trick to continue
to read, Yangming shipping actually rushed to the top
8 this year, and the proportion of orders in hand is
actually more than the first place Maersk? For this
dead fish stock, today is indeed an unusual trick to
continue watching.

7. This is an example of an attack: [Alas, it is about to
fall below 13, the correct statement is already lower
than the previous re-listing price after the capital
reduction, continue to fall below 12, it is funny, rotten
company, rotten stock, even financial operations,
rotten miserable word, no lower limit, there is a margin
of safety when the price buys the company's physique
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deteriorates before selling fixed deposit shares, every
year still have to check the middle is, may I ask
Yangming fell below the circle purchase price of 182,
is this still meaningful?

8. Based on this information, please judge whether the

post is supportive, attacking, or irrelevant : )

4 EXPERIMENT RESULTS

The evaluation metric for the task is the macro-average F1-score,
which takes the precision and recall of three classes into account.
The macro-average F1-score will give better score on the system
with balanced performance on all three classes.

4.1 Official Data Distribution

The distribution of official data set is listed in Table 2. As we can
see that the distribution of the data sets are similarly imbalanced
among three datasets. In our approach, we use the dev set as our
observation target during prompt design. We did not observe the
training set and test set during system development. The
distribution of data is a piece of information to find a set of result
is plausible or not.

Table 2: The data distribution of training set, developing set,
and test set

#of 1 #of 2
# of 0 none | support attack total
dev 85 460 270 815
train | 684 3676 2157 6517
test 85 460 270 815
% of 0 none | % of 1 % of 2
support attack
dev 10.44% 56.51% 33.05%
train | 10.50% 56.41% 33.11%
test 10.44% 56.51% 33.05%

4.2 Official Results

Table 3 gives the official test result of our three runs. As we can
see, the run 2 gives the best result among our three runs; we will
give more analysis on the run 2 result. Table 4 shows the number
of correct and wrong prediction of our run 2. The micro-fl is
68.22%, not very far from the 2023 best micro-f1 71.66%. However,
the marco-fl is far lower than the best one. Table 4 shows the
confusion matrix of run 2. In run 2 our system cannot find the none
cases, the recall is 0%, therefore the macro-fl is not good. There
are some rooms to improve, so we designed an additional run in the
following section.
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Table 3: The official test results

Run Micro-F1 Macro-F1 Weight-F1
CYUT-2 68.22% 49.62% 49.62%
CYUT-3 29.20% 23.45% 30.56%
CYUT-1 24.54% 20.94% 25.54%
Table 4: The confusion matrix of run 2
System prediction
O(none) 1(support) | 2(attack)
Official 0 0 85 0
label 1 0 372 87
2 85 2 184

4.3 Examples of Run 2 Test Result

We give some examples on how our system label the sentence pairs.
For ID 83, the correct result is none, but the score is 55, indicating
support, so it is not correct. For ID 460: The correct result is support,
the score is 45, indicating attack, so it is also not correct. For ID
681, the correct result is an attack, and the score is 45, indicating
an attack, so it is a correct prediction.

Table 5: Examples in run 2 test results

ID | Sentences pair

System Score
Correct or not

§ Official label
D

83

[8)]
[5)]

"Postl": "SRR FK
ERHE IS T

"Post2": "M K ---3E 8 BB B I
7AIE([E] 430 ~ 435 5"

"Postl": "EPIRREFED 10
TRIAAFLIESUBHES
"Post2": "IEIEB AR MBS 9
7T, MERERBEER, 10 7T
MT REFZEE AZEL
! UEAEaFTEEEEME
M=aLEE.)"

"Postl": "— R A EHFEE K
"Post2": "—SRAEFEER H
Z ERREES 10K AEE
M EARZTEERK"

no

460 45 | attack

no

681 45 | attack

yes
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4.4 Additional Run

In run 2 our system cannot find the none cases, the recall is 0%. We
find that the result is due to our simple rules of scoring. Therefore,
we modified our prompt and conducted a new run. The major
change is use the “Z¥f(against)” install of “I ¥ (attack)”. The
prompt used in the addition run is in Table 6, and the confusion
matrix is in Table 7. In this run, our system can recognize 13 posts
labeled 0 correctly, and the macro-average F1 improved to 50.10%.

Table 6: Prompt template used in additional run

87— {E{ TestID} A5+
FF - ERER

HE3C1 0 {postl}

HESZ 2 ¢ {post2}

B 1 SRR ARG 2 STREESC 1 > SEEE SR -
1B 2 - W RS 2 REAESL 1 0 g5 -
55 3 WIRACE R NG S 2 BAAL S 1 fRERH > 3501 B R -
RE1F post2 FHYFEAEUZE B EN postl 2 EHIE
B BETFIEE - SRS R

SRR DL T R e 2 A 5L

(This is a post from {TestID}. Please judge whether it is
supportive, offensive or irrelevant based on the following
scenarios:

Post 1: {post1}

Post 2: {post2}

Scenario 1: If you think Post 2 supports Post 1, please reply
with support.

Scenario 2: If you think Post 2 is against Post 1, reply to the
attack.

Scenario 3: If you think Post 2 has nothing to do with Post 1,
please reply Not related.

Do you think the grammar or words in post 2 are against or
supportive of post 1, or are they completely irrelevant?)

Table 7: The confusion matrix of additional run

System prediction
0(none) 1(support) | 2(attack)
Official 0 13 72 0
label 1 53 319 87
2 97 2 172

5 CONCLUSIONS

We used three different prompts guide the GPT3.5 model to
evaluate the degree of support or attack, and our system collect the
score to make the final decision. The run 2 gives best result in
official results. However, since the recall of class 0 is 0%, we found
our weak point modified the prompt. An additional run is conduct
and evaluated, the result shows that we fixed the zero recall
problem and make improvement overall.

FinArg-1 task 2 is an important research direction in the field of
NLP, and it has the potential to make a significant impact in the
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financial industry. By developing systems with LLM and prompt
engineering, that can accurately extract financial arguments from
text data, we can improve the efficiency and effectiveness of
financial decision-making, and ultimately lead to better investment
decisions in the future.
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