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ABSTRACT

The HUKB team participated in the Question Answering-2 subtask
in the NTCIR-17 QA Lab-Polilnfo-4 task. Our proposed method is
divided into three steps. First, we found the sentence on the begin-
ning of the same topic as the input question from the respondent’s
utterances and extracted the candidate sentences. Next, we found
the sentences where the respondent seemed to answer the input
question directly, using BERT. Finally, we entered the selected sen-
tences with the input question into the T5 based summarizer, and
generated the answer summary. We evaluated the whole method
and each process with the dataset distributed by Task Organizers.
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1 INTRODUCTION

The HUKB team participated in the Question Answering-2 (QA-2)
subtask in the NTCIR-17 QA Lab-Polilnfo-4 task [5]. This paper
describes our proposed method for the QA-2 subtask and its achieve-
ment.

Dealing with the QA-2 subtask, two processes are required. First,
we need to find the answer segment corresponding to the input
question from the respondent’s utterances. Second, we need to
summarize it to generate the answer summary as the output of
this subtask. Our proposed method is to summarize the sentences
selected from the answer segment where the respondent answered
the input question directly.

2 RELATED WORK

2.1 QA Alignment (Polilnfo-3)

The QA Alignment subtask was conducted in the NTCIR-16 QA
Lab-Polilnfo-3 task [3], and its aim was to associate each question
with its answer in the minutes. Since the questions and answers in
the minutes aren’t associated directly, the QA-2 subtask implicitly
includes the QA Alignment subtask.

Tachioka and Keyaki [8] made the paragraph of questions and
answers in the minutes using the regular expressions and executed
the matching algorithm on the several features of the paragraphs.
Ohsugi et al. [6] first segmented the questioner’s utterances and
the respondent’s utterances based on the rule-based approach, then
applied the matching algorithm to the vectorized segments of ques-
tion and answer. Igarashi et al. [2] segmented the statements of the
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questioner and the respondent, then matched the questions and
answers based on their similarity.

2.2 Question Answering (Polilnfo-3)

The same task as the QA-2 subtask was conducted in the Polilnfo-3
task as the Question Answering subtask. Ogawa et al. [4] proposed
the system to integrate the two methods based on the length of the
summaries. One of the methods was to input the entire respondent’s
utterances to the summarizer, the other was to input the answer
segment which was found using the results of the QA Alignment
subtask. Tachioka and Keyaki [8] first calculated the similarity be-
tween the input question summary and the questioner’s utterances,
then found the answer segment using the question segment found
in the previous process and made it the summarizer’s input. Oshugi
et al. [6] segmented the respondent’s utterances by topic using the
regular expressions, then used the SubTopic and QuestionSummary
as the query to find the corresponding answer segment, and gave
it the summarizer as the input.

3 METHODS

In the assembly, the respondent typically speaks about the direct
answer to the asked question such as the policy or the approach
to the issue, after speaking about the topic of the question and the
current situation. In addition, observing the gold standard Togikai-
dayori, answer summaries seem to be generated by selecting the
sentences where the answer to the question was directly described
and extracting their expressions.

Therefore, we proposed the method with two steps, i.e., first
selecting the sentence(s) that directly answer the question, and
then summarizing the selected sentence(s). This method is different
from the approaches introduced in Section 2.2 by selecting limited
numbers of sentence(s) for making final summary. Figure 1 shows
the outline of the method. In this method, the selection of the
sentence(s) has two sub-steps. One is the selection of sentences
in which the respondent talks about the given SubTopic (Section
3.1; left half of the figure 1), and the other is the selection of the
sentence(s) by checking the appropriateness as an answer to the
given question from the selected sentences using BERT [1] (Section
3.2; right bottom of the figure 1). After selecting the sentence(s)
that directly answer the question, we use T5 [7] for generating
summary (Section 3.3; right top of the figure 1)

3.1 Extracting Answer Segment Including the
Corresponding Answer

The difference between this task and the QA Alignment task is that

it only identifies answer segments. In addition, since this process is

a pre-process to select the appropriate sentence(s), it is preferable
to extract the segment with recall oriented. Therefore, we don’t
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Figure 1: Outline of our proposed method for QA-2

use cue expressions that are useful for accurately identifying the
boundaries of responses.

To identify the boundary, we assume that the respondent answers
questions in the order in which the speaker asked them. In addition,
in order to improve the recall, we split the text using SubTopic
only by identifying the first sentence that starts to answer for the
SubTopic.

First, we select sentences from the minutes in which the respon-
dent answered questions asked by the questioner on that day. We
would like to segment these sentences using texts of SubTopic. To
identify the starting point of the answer segment, we use the simi-
larity between the sentence and the text of SubTopic. We assume
that the first sentence of the answer segment contains keywords
from SubTopic and its first QuestionSummary.

Since the target (SubTopic and its first QuestionSummary) is
shorter than the original sentence (sent), we use the following

similarity measure to find the correspondent original sentence!.

terms(text) : terms set that exists in the text

freq(text, w) : term frequency of w in the text

Zweterms(sent) freq(target, w)
weterms(target) freq(target, w)
We select the first sentence of the SubTopic by using sim(SubTopic,
sent) (r;) and sim(SubTopic and its first QuestionSummary, sent)

(r1,0) (Figure 2). The candidate sentences for the SubTopic is con-
structed as follows.

sim(target, sent) =

(1) Selection of candidates using r; or r o

rt and r; o are calculated for each target sentence and sen-
tence(s) with highest score of r; is(are) selected as candidates.
When there is no sentence that contains all SubTopic key-
words (r; # 1), there are cases that the sentence is not the
appropriate one for the SubTopic. In such cases, we compare
the highest score of r; o with the highest score of r; and use
sentences with the highest score of r; o when the value is
larger than the highest score of r;.

'We parsed texts using MeCab (https:/taku910.github.io/mecab/). Also, we use verb,
adjective, noun, and prefix as the parts of speech of terms.
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(2) Selection of the first sentence

Since we assume that the respondent answers questions in
the order in which the speaker asked them, the first sentence
of the i-th SubTopic should be selected after the first sentence
of the (i — 1)-th SubTopic (i > 1). We select the earliest
sentence from the candidates that satisfy this order condition
as the first sentence. The system uses a sentence before the
selected sentence as the last sentence of the (i—1)-th SubTopic.
However, if there is no sentence that satisfies this order
condition, we treat the case as an order violation one. In this
case, we select the earliest sentence from the candidates as
the first sentence of the i-th SubTopic. The system uses a
sentence before the first sentence of the (i — 1)-th SubTopic
as the last sentence of the i-th SubTopic, because there are
no corresponding sentences for the i-th SubTopic after the
(i — 1)-th SubTopic. In this order violation case, we allow
the SubTopic boundary to overlap (i.e., we don’t change the
boundary for the overlapped previous SubTopic). The last
sentence of the (i — 1)-th SubTopic is selected with the next
SubTopic.

3.2 Predicting Sentences Answering Input

Question Directly

We assume that the answer summary in the gold standard is gen-
erated by extracting expressions from the sentences where the
respondent answers the input question directly. For example, as
shown in Figure 3, there is a sentence corresponding to the answer
summary. We consider that selecting such sentences by checking
the appropriateness of the answer for the questions would make it
possible to generate the answer summary efficiently. We considered
the sentence selection task as the sentence prediction task with
BERT [1], and built the model to solve this task.

Make a pseudo corpus. To train the model, we need to make a
pseudo corpus from gold standard of answer summaries. First, we
extracted the part of respondent’s utterances which includes the
corresponding answer using the procedure of 3.1. Then, for each
sentence in the answer summary, we found the sentences in the
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Figure 2: Outline of the process in Section 3.1

answer segment which contained the greatest number of content
words of that summary sentence.> We considered all of them as
positive examples in the pseudo corpus and others as negative
examples.

Train the model. We built the model using the pseudo corpus made
in the previous process. As the architecture of model, we adopted
the neural model BERT, and fine-tuned the model of its architecture
pre-trained on Japanese texts. When fine-turning it, we trained the
model to get two inputs of the text with a space between SubTopic
and QuestionSummary, and the sentence in the pseudo corpus, and
output the probability that the input sentence is the positive sample.

Predict sentences with the model. For each question, we calculate
confidence (appropriateness as an answer to the question) for the
sentence. If the confidence is above a certain level 0, we select all
sentences as candidates. If no sentence selected by 6, we use the
sentence with the highest confidence as a candidate for Question-
Summary.

3.3 Generating the Answer Summary

We generated the answer summary using the sentences predicted
by the model built in the previous section. To generate a human-
readable summary, we adopted the neural language model to sum-
marize, and T5 [7] as the model architecture. Furthermore, we used
the Japanese pre-trained model of T5 to fine-tune it to generate
the answer summary from answer sentences. We fine-tuned the
pre-trained model to input the sentences in the positive examples
of the pseudo corpus and output the answer summary in the gold
standard.

4 EXPERIMENTS
4.1 Generating Datasets Using Pseudo Corpus

We made the pseudo corpus according to the procedure described
in the previous chapter and generate two datasets from it to use
when fine-turning the pre-trained models of BERT and T5. Tables 1
and 2 show the statistics of the two datasets for BERT and T5. In

2In Figure 3, a; with ra; (a;) = 0.9286 as the ratio of the content words and a; with
ra,(aj) = 1are found.
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Table 1: Statistics of Dataset for BERT

Total Number of Candidate Sentences to be Selected | 84,579
Total Number of Sentences in Pseudo Corpus 10,997
Table 2: Statistics of Dataset for T5
Sentence | #AnswerSummary | #SummarySource
1 5,757 5,686
2 2,176 2,026
3 106 239
4 7 45
>5 0 50
Total 8,046 8,046

addition, each dataset was split by the ratio of 8-1-1 to make train
data, validation data, and test data.

As shown in Table 2, note that the total number of sentences
in the answer summaries is not exactly equal to that of positive
examples in the pseudo corpus, because in section 3.2 we allowed
multiple sentences to correspond to a single sentence in the answer
summary.

4.2 Building Two Neural Model and Setup

We utilized cl-tohoku/bert-base-japanese-v2® as the pretrained
BERT model for Japanese. In the same way, we use sonoisa/t5-
base-japanese* as the T5 model pre-trained on Japanese corpus.
Tables 3 and 4 show the hyperparameters to use when fine-turning
the pre-trained BERT model and T5 model respectively. Each model
is adopted which achieved the minimum validation loss in 10 epochs.
Using the model to predict sentences to generate the answer sum-
mary, thresholds were used at 0.5, 0.8, 0.9, 1.0 for the predicted
probability. If the maximum predicted probability was below the
threshold, the sentence predicted with it was used as the source to
generate the answer summary.

3https://huggingface.co/cl-tohoku/bert-base-japanese-v2
*https://huggingface.co/sonoisa/t5-base-japanese
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Figure 3: Outline of fine-turning in Section 3.2 and 3.3

Table 3: Hyperparameters to fine-tune BERT

Epochs 10
Batch size 16
Learning rate | 2e-5
Weight decay | 0.01

Table 4: Hyperparameters to fine-tune T5

Epochs 10
Batch size 16
Learning rate | 5e-5
Weight decay 0

4.3 Results

The performance of proposed method and each process was eval-
uated using test data in the formal run and correct data manually
made from train data. Table 5 shows results of the evaluation on
test data in the formal run.

5 DISCUSSIONS

5.1 Evaluation of Each Process

To check the performance of each of the modules, we evaluated
each of them. Since the correct answers for the test data had not
yet been published at the time of writing, we used the test data
made in Section 4.1. In addition, the authors manually checked the
test data and modified them.

Using them, the results of the evaluation of each module are
shown in Tables 6 and 8. For Table 6, Recall (partial) is the ratio of
examples that there is at least one correct sentence there. For Table 7,
Exact Match is the ratio of examples that the predicted sentences
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Table 5: Evaluation in Formal Run

Method (0: Threshold) | ROUGE-1 F-Measure
HUKB ©=038) 0.3011

UKB (6 = 0.9) 0.3008
HUKB 0 = 1.0) 0.3008
HUKB (0 = 0.5) 0.2949
ditlab 0.3246
omuokdlb 0.3130
TO 0.2736
IKM23 0.2724
AKBL 0.1162

Table 6: Evaluation of Answer Utterances Segmentation

Recall (partial) | 0.9579

Table 7: Evaluation of Sentence Prediction

Method (0: Threshold) 0=05|6=08|6=09|60=1.0
Exact Match (EM) 0.3713 | 0.3923 | 0.3948 | 0.3948
F1 0.5856 | 0.5825 | 0.5825 | 0.5825
EM (Preprocess Correct) | 0.3968 | 0.4193 | 0.4220 | 0.4220
F1 (Preprocess Correct) 0.6125 | 0.6097 | 0.6097 | 0.6097

match all of the correct sentences, and F1 is the mean of the F-value
in each example. Also, the scores marked Preprocess Correct are
calculated only on examples that the result of the preprocessing
contained all correct sentences.
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Table 8: Evaluation of Summarization

Input ROUGE-1 F-Measure
Predicted (6 = 0.5) 0.3011
Predicted (6 = 0.8) 0.3027
Predicted (6 = 0.9) 0.3030
Predicted (6 = 1.0) 0.3030
Manual data 0.4476

Table 9: Evaluation of Pseudo Corpus

Exact Match
F1

0.7265
0.8761

5.2 Pseudo Corpus: Quality

We evaluated the pseudo corpus with the gold data made in the
previous section. Table 9 shows the result of that. The meanings
of evaluation scores are same as Table 7. As can be seen in Table 9,
there is room for improvement in the quality of the pseudo corpus.

5.3 Utterance Segmentation: Performance

As shown in Table 6, the correct sentences are included in the
candidates in over 90%. To further limit the range of the answer ex-
traction, it seems effective to use the cue expressions with reference
to the proposed methods in the Polilnfo-3.

5.4 Sentence Selection: Effectiveness and
Possibility

Table 8 shows that using manually selected sentences to generate

the answer summary greatly improves the ROUGE score. Therefore,

the effectiveness of using the selected answer sentences to summa-

rize is expected. However, there are problems with the method to

predict such sentences.

To solve the problems, using the position of sentences in the
answer segment to predict the sentences may be useful. This is
because it seems that the original sentences to be summarized such
as the measures and policies for the future occur in the end of texts
of the answer segment.

5.5 Summarization: Performance

The performance of summarizer is 0.4476 as the ROUGE score in
Table 8, when the summarizer is given the gold standard of sum-
marized sentences as input. Note that refining the pseudo corpus is
expected to improve the performance of summarizer, because the
performance depends on the quality of pseudo corpus.

6 CONCLUSIONS

We participated in the QA-2 subtask in the Polilnfo-4 task and
proposed the method to predict sentences to be summarized from
the respondent’s utterances and generate the answer summary
using them. There are problems especially at the process to select
sentences, and it seems effective to refine the pseudo corpus and
use the positional information of sentences.
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